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1. Introduction

Research and development (hereafter R&D) investment has increased more than fourfold

over the last three decades due to an economic-wide shift from the manufacturing sector

towards technology and service-based sectors.1 This change is occurring against a back-

drop of rapid technological advancements and intensified product market competition,

which has further incentivised firms to innovate.2 While the extant literature identifies

several determinants of R&D (see Aghion et al., 2013; Atanassov, 2015; He and Wintoki,

2016), it remains an empirical question whether or not the interplay of industry dynamics,

more specifically, peer firms influence R&D. Yet, the literature relating to other corporate

decisions, such as capital structure (Leary and Roberts, 2014; Kaustia and Rantala, 2015;

Francis et al., 2016; Fairhurst and Nam, 2018), dividend policy (Adhikari and Agrawal,

2018; Grennan, 2019), cash holdings (Chen and Chang, 2012), and investment (Foucault

and Frésard, 2014; Frésard and Valta, 2016; Frydman, 2015; Bustamante and Frésard,

2017), show that peer effects matter. Motivated by this growing literature, we examine

whether and to what extent peer firms also influence innovation.3

However, due to two counteracting reasons, it is not clear why a firm would imitate the

R&D of peer firms. On the one hand, a firm has to monitor and respond to peer firms,

in particular, their investments in innovation, as this affects its competitive position.

Investments in innovation have far-reaching effects on the firm that arise from the ever-

increasing pressure to reduce production costs, enhance growth, and competitiveness (see

Hart, 1983; Aghion et al., 2001, 2005). Hence, mimicking peer firms can be an effective

way of achieving competitive parity or market dominance (Lieberman and Asaba, 2006).

On the other hand, investments in R&D are irreversible, capital intensive, risky and

require a significant commitment of resources over a long period, which could reduce or

1For example, Borisova and Brown (2013) report that US young and mature firms recorded a fourfold
and a twofold increase in R&D between 1980 and 2001, respectively. Similarly, Brown and Petersen
(2011) report R&D increases of 2% over the period 1970–1981 compared to 6.3% between 1982 and
1993, and 10.3% from 1994 to 2006.

2According to Bates et al. (2009), the incentive to innovate in order to keep abreast of market
competition is increasing over time.

3We use the terms ‘R&D’ and ‘corporate innovation’ interchangeably throughout this study.
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discourage imitation. Therefore, peer effects could be heterogeneous as small or young

firms are less likely to mimic relative to large and mature firms that can more readily

absorb the risks and costs associated with innovation. At the same time, there are

instances where a firm can strategically reduce R&D even though peer firms are increasing

their spending. For example, Mudambi et al. (2015) argue that a firm can reduce R&D

to stimulate patent output. A notable example of this strategic reallocation of resources

is when Cisco reduced research spending by USD1.5 billion from 2002 through 2004,

but at the same time achieved significant patent output by strategically shifting from

radical high-cost and risky new ideas (exploratory innovation) to low-cost and less-risky

ideas (exploitative innovation) (see Mudambi et al., 2015). Due to these opposing or

counteracting predictions, it is a priori unclear whether or not peer influence matters for

corporate innovation.

In this study, we examine whether peer firms influence corporate innovation using a

large sample of 4,545 US firms over the period 1968–2018. Observably, prior literature

routinely controls for industry effects using industry fixed effects, which do not capture

how firms interact within an industry. Industry fixed effects do not allow for an in-depth

analysis of how and why peer effects might influence R&D (see Brown et al., 2009, 2012;

He and Wintoki, 2016). Using instrumental variable regressions, which address the re-

flection problem surrounding the study of peer effects (Manski, 1993) and endogeneity

issues in line with Leary and Roberts (2014), we find significant peer influence on corpo-

rate innovation.4 Specifically, we find that, on average, a firm increases R&D by about

4% in response to a one standard deviation increase in peer firms’ R&D. This finding,

which is robust to using alternative measures of innovation, industrial definitions, sub-

sampling and estimation methods, show that peer firms significantly influence the focal

firm’s R&D.

Next, we examine the channels through which peer firms influence corporate inno-

vation by testing the predictions of the rivalry and information theories. In the first

instance, the rivalry theory posits that firms adopt policies similar to their successful

4We estimate 2SLS and IV-Tobit models to examine whether or not peer firms influence R&D.
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rivals in order to catch up with or keep abreast of competitors (Lieberman and Asaba,

2006; Leary and Roberts, 2014). To test this prediction, we create a dummy variable

for firms facing high and low product market competition based on several measures of

product market competition and interact these dummy variables with peer average R&D.

Based on this analysis, we find significant and robust evidence that is in line with the

rivalry theory as firms operating in industrial segments subject to intense product market

competition are more responsive to their peers relative to those facing less competitive

pressures. This finding is in line with Aghion et al. (2005), who find that direct com-

petition only generates incremental profits for firms in neck-and-neck industries if they

innovate. Our study provides new empirical evidence suggesting that product market

competition is also an important channel through which peer firms influence innovation.

In the second instance, we explore whether or not firms respond to their counterparts

for informational reasons. This analysis is premised on the information theory, which

posits that firms tend to follow policies of peers perceived to possess superior information

(see Leary and Roberts, 2014; Adhikari and Agrawal, 2018). The information theory also

underpins the “learning motive” by which followers learn from leaders. We conjecture

that the high information asymmetry associated with corporate innovation is likely to

make mimicking for informational reasons unidirectional rather than bidirectional. Thus,

we predict that mimicking is more pronounced for followers rather than leaders within

a product market. However, unlike the other corporate decisions so far examined in the

literature, we also expect leaders to respond to followers, as not doing so might entail a

potential loss of competitive advantage in the long-run.5

To test our predictions, we categorise firms as followers (leaders) based on profitability,

firm size, sales, and analyst followings. We find significant heterogeneity in peer effects

on R&D, with followers being more responsive to their peers relative to industry leaders.

Our results also show that followers mimic leaders and vice-versa, which we consider to

be important bidirectional peer effects that have not yet been documented in the extant

5For studies on peer effects relating to capital structure and corporate investments, see, Leary and
Roberts (2014), Frydman (2015), Frésard and Valta (2016) and Francis et al. (2016).
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literature. While we establish this bidirectional response for both followers and leaders,

our results, however, indicate that the response to peer firms’ R&D is more pronounced

for followers relative to leader firms. These results highlight the extent to which leaders

perceived to possess superior information about the product market influence the inno-

vation of their followers. By adopting the R&D policies of peer leader firms, followers

can reduce the time, effort, and costs required to optimise their R&D investments. In

doing so, the firm also reduces or minimises the risk of misalignment with industrial

peers, which can be costly in the case of R&D that is characterised by high irreversibility,

information asymmetry and long-investment horizons. Thus, our findings suggest that

the “learning motive” dominate peer effects associated with corporate innovation.

Finally, even though we document significant peer effects on corporate innovation,

we have so far not addressed an important and largely unanswered empirical question of

whether following peer firms is beneficial or not. On the one hand, a firm might strategi-

cally play it safe or seek to learn new information by paying more attention to its peers.

On the other hand, it might be detrimental for the firm to neglect its own information or

competitive advantages, and instead seek to align with its peers by adopting sub-optimal

policies. In line with the latter prediction, Kaustia and Rantala (2015) find no benefits of

mimicking equity-share splits. Similarly, Fairhurst and Nam (2018) argue that mimicking

the financing policies of peer firms could lead to sub-optimal decisions as managers tend

to be less focused on their own fundamentals. Motivated by these opposing predictions,

we examine the implications of mimicking R&D by running IV-2SLS and cross-sectional

regressions that relate innovation outputs and product market performance to the peer

firms’ R&D. To ensure that we draw meaningful inferences that are not subject to omit-

ted variables bias, we also control for several confounding factors from the literature and

include both firm and time-fixed effects in our models.

Using several measures of innovation outputs and product market performance, we

find that, on average, peer effects on innovation are associated with an increase in firm

value and innovation output (the number and the value of patents). This is in line

with “the playing it safe or learning new information-based motive” that firms can avoid

5



the effort and search costs involved in optimising their decisions by closely following

their peers. Our results indicate that the benefits of mimicking peer firms increase with

the intensity of mimicking. These findings are important because they not only show

that peer firms significantly influence innovation, but also that mimicking has significant

implications on innovation outputs and product market performance.

Our study’s contributions relate to two strands of the extant literature. First, prior

studies have, for example, reported evidence of peer effects on capital structure (Leary

and Roberts, 2014; Kaustia and Rantala, 2015; Francis et al., 2016), dividend policy

(Adhikari and Agrawal, 2018; Grennan, 2019), cash holdings (Chen and Chang, 2012),

investment decisions (Foucault and Frésard, 2014; Frésard and Valta, 2016; Frydman,

2015; Bustamante and Frésard, 2017), and trade credit (Gyimah et al., 2020). Our paper

extends this literature to corporate innovation, which is unique in that it is more costly

to mimic given that it is irreversible, has high information asymmetry and requires a

significant commitment of capital over very long periods. Focusing on peer influence

on corporate innovation is important as strategic interactions or industry dynamics can

amplify both positive and negative firm-specific shocks within and across industries. This

is particularly relevant in the case of R&D that has now surpassed physical investments

with economies increasingly shifting from the manufacturing sectors toward technology

and services sectors. To the extent that corporate innovation is increasingly becoming

the main driver of economic growth in the digital economy, it is important to understand

how industry dynamics influence further investments in innovation.

Second, we contribute to the literature by providing new evidence on the specific

channels through which peer firms influence R&D. This line of inquiry has so far been

overlooked in the extant literature, except for the contemporaneous study on R&D by

Bui et al. (2019), which examines how peer effects impact innovation. However, our paper

differs from Bui et al. (2019) along several dimensions. First, Bui et al. (2019) correlate

the lagged average peer R&D with a firm’s current innovation outputs. This only indi-

cates an association between average industry R&D and each firm’s future performance

rather than the implications of mimicking. To robustly address this issue, we explore the
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long-term implications of mimicking instead of short-term performance and innovation

outputs given the uncertainty surrounding outputs from innovation and its long invest-

ment horizon (gestation period). Using this approach is, thus, more in sync with the

literature on innovation outputs (Chan et al., 2001; Hirshleifer et al., 2013; Bena and Li,

2014; Hsu et al., 2018). In doing so, we also evaluate several ways of identifying mim-

icking firms, which are not directly observable. Second, in examining heterogeneity in

peer effects using firm characteristics and product market competition, Bui et al. (2019)

estimate separate regressions by splitting the sample into high and low regime firms.

However, in such regression specifications, the magnitude of the coefficients are difficult

to interpret and are not directly comparable. To more robustly capture the asymmetry

in mimicking and deliver meaningful economic sense, we estimate a single model with

interactive dummies that enables direct comparisons to be drawn between firms in the

low and high regimes. Using this framework, we document new empirical evidence on the

asymmetry in peer effects and their impact on long-term innovation outputs and product

market performance.

In addition, we also extend our analyses to closely examine the channels of mimicking

through product market competition and follower–leader interactions. Our novel results

show that peer effects on innovation increase with product market competition. At the

same time, they also indicate significant bidirectional peer effects, where followers and

leaders adopt the innovation policies and practices of one another. As our results show

stronger responses for firms that lack informational advantages relative to those with

superior information in the product markets, we conclude that the information theory

dominates the rivalry theory as the main driver of peer effects. These results, in general,

enrich our understanding of how and when firms strategically mimic their peers’ R&D

policies, and this has wider academic and policy implications. For academic researchers,

the significant peer effects we document over and above firm-specific and macroeconomic

factors highlight a new determinant of innovation that could enrich our understanding of

industry dynamics and corporate decisions. On the policy front, peer effects matter as

they amplify the propagation of economic shocks both within and across industries. This
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has a direct impact on the general welfare and economic growth, given the central role

of innovation as a catalyst for boosting productivity and economic growth.6

The rest of our paper is organised as follows. Section 2 reviews the relevant literature

and formulates the testable hypotheses. Section 3 describes the data, whereas Section 4

presents the methodology. Next, Section 5 presents and discusses the empirical results.

Section 6 presents the robustness tests and Section 7 concludes the paper.

2. Related Literature and Hypotheses Development

Rivalry theory suggests that rational decision-makers mimic successful rivals to avoid ex-

pending effort or search costs involved in finding the optimal solution (Cyert and March,

1963; Lieberman and Asaba, 2006). In other words, there is herd behaviour associated

with most economic decisions, especially during periods of heightened uncertainty or in

environments characterised by high market imperfections. Following on these theoreti-

cal predictions, recent empirical studies document significant peer influence on corporate

decisions. For example, Leary and Roberts (2014), Kaustia and Rantala (2015), Fran-

cis et al. (2016) and Fairhurst and Nam (2018) find significant peer effects on capital

structure, whereas Adhikari and Agrawal (2018) and Grennan (2019) report similar peer

effects on dividend policy. These studies show that peer firms significantly influence a

firm’s decisions beyond firm-specific and macroeconomic factors so far examined in the

literature.

In particular, the extant literature identifies several determinants of R&D, such as cash

holdings (Brown et al., 2009; Borisova and Brown, 2013; He and Wintoki, 2016), external

financing (Brown et al., 2009; Atanassov, 2015), greater institutional ownership (Aghion

et al., 2013), and product market competition (Aghion et al., 1999, 2005). Mimicking

peer firms’ R&D may not be as straightforward as other corporate policies. On the one

hand, R&D investments are associated with significant funding constraints, which might

prevent firms from mimicking their peer firms’ R&D (Hoberg and Maksimovic, 2015). For

6See, Acemoglu et al. (2006), Brown et al. (2009), Gorodnichenko et al. (2010) and Atkeson and
Burstein (2019).
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example, Brown and Petersen (2011) argue that firms face high adjustment costs when

investing in R&D. This arises as R&D investments tend to be irreversible, risky and

require a significant commitment of resources over a long period. These unique features

of corporate innovation are likely to discourage firms from imitating their peers. On the

other hand, investments in innovation have far-reaching effects on the firm, which relate to

reducing production costs, enhancing firm growth, and improving competitiveness (Hart,

1983; Aghion et al., 2001, 2005). Hence, mimicking peer firms can be a cost-effective

way of achieving competitive parity or market dominance (Lieberman and Asaba, 2006).

Against this background, we formulate and test these two competing hypotheses:

Hypothesis 1a (H1a): Firms do not increase R&D in response to peer firms.

Hypothesis 1b (H1b): Firms increase R&D in response to peer firms.

The relationship between product market competition and innovation is not clear,

given the mixed theoretical and empirical evidence. Whereas industrial organisational

theory predicts an inverse relationship between competition and innovation (Schumpeter,

1947; Grossman and Helpman, 1991), the empirical evidence suggests that product mar-

ket competition drives innovation (Nickell, 1996; Blundell et al., 1999; Aghion et al.,

1999). Thus, there are two opposing arguments for the effects of product market compe-

tition on innovation. First, because competition destroys monopoly rents, firms are likely

to innovate if it increases their monopoly power so that they can appropriate the returns

arising from such innovation (Schumpeter, 1947). In other words, intense competition

tends to reduce the overall share of industrial profits, thereby discouraging firms from

investing in R&D. Second, competition can act as a disciplinary tool that reduces man-

agerial slack and encourages innovation and growth (Machlup, 1967; Scharfstein, 1988).

In line with this reasoning, Aghion et al. (2005) argue that increased product market

competition provides incentives for firms to innovate in a bid to “escaping competition”,

especially in neck-and-neck industries.

The significance of valuable innovation, therefore, is that it ensures the enjoyment

of sustained superior corporate profits, especially when it serves new and unmet con-

sumer demands (see Roberts, 1999). Whereas firms can still achieve high-profitability by
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avoiding product market competition, innovation provides the much-needed tool that fa-

cilitates the staunching of competitive pressures. This effect is more pronounced for firms

operating in less established industries, in which the first to innovate (“first movers”) in-

creases market share and profitability (Geroski et al., 1993; Banbury and Mitchell, 1995).

These findings reinforce the importance of corporate innovation to business survival, with

the increased competitive edge stemming from innovation that brings in new customers,

and thereby generates new and increased sales, profitability, and cash reserves. Thus,

innovation creates growth opportunities and enhances the firm’s competitive position.

Noticeably, although product market competition is a related concept to peer effects,

the two concepts are significantly distinct (Bird et al., 2018). For instance, we know that

some firms derive their market power from their ability to influence product prices, as well

as the quality and nature of their products (Kubick et al., 2015). Further, according to

Aghion et al. (2005) and Lieberman and Asaba (2006), firms operating in industries with

intense competition have more incentives to innovate in order to keep abreast with the

competition and achieve competitive parity. This argument is consistent with Grossman

and Helpman (1991) and Aghion et al. (1997), who assert that a firm must adopt a step-

by-step innovation in order to achieve a similar status as that of the leading firms before

pursuing cost-leadership status in future through increased innovation. Thus, faced with

intense product market competition, firms innovate to pull ahead of the competition

and generate incremental profits at the expense of their non-innovating rivals (Aghion

et al., 2001). As rivals innovate, the incentive to imitate peer firms’ innovation policies

to maintain competitive parity and preserve market share becomes larger. We, therefore,

test the following hypothesis that competitive industrial pressures drive firms to imitate

their peers, as our second hypothesis:

Hypothesis 2 (H2): Peer effects on R&D increase with product market competition.

Past studies suggest that the main reasons why firms adopt the innovation policies of

their peers can be traced to two main motives Lieberman and Asaba (2006). First, the

learning motive implies that firms learn from their more successful rivals by following their

innovation policies (Scharfstein and Stein, 1990; Leary and Roberts, 2014). Second, the
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feedback theory, which is akin to the predation theory, emphasises that firms with surplus

cash adopt similar financial policies as their cash-constrained competitors to drive them

out of business (Brander and Lewis, 1986; Bolton and Scharfstein, 1990). This channel of

peer effects becomes more apparent in competitive industries, where there is an increased

need to consolidate competitive positions. Thus, leader–firms can adopt the innovation

policies of their followers in order to reduce competitive pressures.

We define firms as Leaders and Followers using firm characteristics, such as profitabil-

ity, firm size, market share (a firm’s proportion of industry sales), and analyst followings.

For example, Adhikari and Agrawal (2018) define followers (leaders) as firms that are

smaller (larger) and Leary and Roberts (2014) classify firms as leaders/followers based

on profitability and market share. In the context of corporate innovation, large and prof-

itable firms are more likely to lead in R&D investments due to their ability to absorb the

high costs of R&D investments, uncertain outcomes and significant moral hazard asso-

ciated with innovation (Hall, 2009; Brown and Petersen, 2011; Hoberg and Maksimovic,

2015; Kogan et al., 2017). Moreover, analyst coverage reduces information asymme-

try, provides an effective external monitoring mechanism (Brennan and Subrahmanyam,

1995; Hong et al., 2000), and influence investment decisions (Chang et al., 2006). Thus,

whereas Leaders initiate innovation, Followers tend to have more incentives to mimic the

innovation of their Leaders. This mimicking behaviour enables the Followers to reduce

the uncertainty inherent in untested innovations and enhance their competitive position.

Thus, we derive our third hypothesis as follows:

Hypothesis 3 (H3): Followers are more likely to adopt R&D policies of leader-peer

firms.

Discernibly, the beneficial effects of corporate innovation on firm value have been

explored in the existing literature. For example, innovation generates a positive stock

market response and firm growth (Kogan et al., 2017), and positively predicts future

stock returns (Hirshleifer et al., 2013, 2018; Mama, 2018). This positive effect of inno-

vation on stock returns stems from the increase in post-innovation patent counts and

citations. Ehie and Olibe (2010) argue that the positive effect of R&D on firm value is
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more pronounced for firms in the manufacturing sector than those in the service sector.

Thus, whether or not innovation proves beneficial might depend on the type of firm and

its sector. For example, technology firms that depend on R&D for growth might gen-

erate substantial benefits from innovation than would an otherwise non-technologically

oriented firm. Consistent with this narrative, Kallunki et al. (2009) find that technology

acquirers are more successful in converting their R&D into increases in current market

value and future profitability relative to non-technology acquirers.

Observably, the empirical literature documents evidence suggesting that adopting a

rival firm’s R&D policies impact positively on firm value, operating performance and in-

novation output of the focal firm. For instance, Bui et al. (2019) find a linear relationship

between a firm’s R&D and firm value and risk. This evidence appears to suggest that

there is no limit to the effect of innovation on corporate outcomes, contrary to Hartmann

et al. (2006), who argue that R&D spending yields reward up to a cut-off point beyond

which additional investment in innovation does not generate commensurate returns. On

the one hand, a firm might play it safe or learn from additional information when it

closely follows its peers. On the other hand, it might neglect its own information or com-

petitive advantages, which might lead to over- or under-investment. In this case, blindly

mimicking peers innovation policies might redirect resources to over-invest in R&D and

distract managers from focusing on their own value-enhancing strategies (Fairhurst and

Nam, 2018). Therefore, we test the implications of mimicking corporate innovation on

firm value as our final hypothesis as follows:

Hypothesis 4 (H4): Peer effects of R&D have a positive impact on innovation out-

puts and product market performance.

3. Data and summary statistics

3.1. Data

Our sample is drawn from the Compustat North America Database over the period 1968–

2018. Data availability restricts the sample period for our analysis. We apply several

filters to the data as a standard practice in the literature. For example, we exclude firms
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in the utility, financial, and public sectors, which we consider to be regulated sectors. We

also exclude firms with negative equity, missing data on key variables, and asset growth

in excess of 100%. Furthermore, we winsorise all variables at the upper and bottom 1%

in order to reduce the effects of outliers. We augment our dataset with product-market

concentration, product similarity, and product fluidity data from Hoberg and Phillips’s

data library (see Hoberg and Phillips, 2010; Hoberg et al., 2014; Hoberg and Phillips,

2016).7 These filtering results in 51,990 firm-year observations for 4,545 firms.

3.2. Variables

Our primary measure of innovation is R&D expenditure (He and Wintoki, 2016;

Acharya and Xu, 2017) since it accounts for more than 50% of corporate innovation

(Hall, 2009). According to Hall (2009) and Mairesse et al. (2005), R&D is the only mea-

sure of innovation that is frequently used over a long period, and has higher predictive

power for firm performance relative to other proxies. The R&D dummy (RDD) is equal

to one if a firm reports R&D during a particular year and zero otherwise. Following He

and Wintoki (2016), we define the ratio of R&D expenditure to total assets (RD/TA), as

R&D intensity.

We use other alternative measures, R&D to net assets (RD/NA) and change in R&D

to total assets (∆RD/TA). Since firms sometimes report some R&D expenditure as part

of selling, general and administrative expenses (SG&A), we also measure R&D spending

as the sum of R&D expenditure and SG&A (Banker et al., 2011; Lévesque et al., 2012).

These alternative proxies (RDSGA/TA and RDSGA/Sales) are used to re-estimate the

baseline results, as robustness checks. In line with prior studies, we set R&D to zero for

firms with missing R&D in their annual reports (Hirschey et al., 2012; He and Wintoki,

2016). We then estimate peer averages by defining peer firms as those that fall within the

same three-digit SIC code, where three-digit SIC code is the definition of an industry.8

We also use several alternative definitions of the industry for our extensive robustness

7The data is available from http://hobergphillips.usc.edu/industryconcen.htm.
8Peer average variables are the variables with an overline. For example, peer RDD is RDD; peer

RD/TA is RD/TA, etc.
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tests. We describe in detail the construction of the other variables used in Appendix A.

3.3. Summary statistics

Table 1 summarises the basic statistics for all variables used and these are comparable

to prior studies. Firms that invest in R&D constitute 77% (40,059) of the sample. The

mean (median) RD/TA is 0.045 (0.000) and is within the ranges that have been reported

by Brown and Petersen (2011) and He and Wintoki (2016). The mean (median) of

the control variables; cash, market to book ratio (Q), debt, size, and return on assets

(ROA) are 0.152 (0.030), 1.685 (1.005), 0.193 (0.044), 5.620 (4.142) and 0.079 (0.051),

respectively. The basic statistics for the other measures of research and development

(R&D), RD/NA, ∆RD/TA, RDSGA/TA, and RDSGA/Sales, and those of the control

variables are in line with the literature.

PLEASE INSERT TABLE 1 HERE

PLEASE INSERT FIGURE 1 HERE

The time series plots in Figure 1 show that R&D (RD/TA) has been increasing from

an average of 0.7% in the 1960s to a peak of 4.9% in the late 2000s, and thereafter,

decreasing to 4.5% in the 2010s. This shows the increasing significance of R&D as a form

of corporate investment (see Brown et al., 2009; Borisova and Brown, 2013; Falato and

Sim, 2014; He and Wintoki, 2016).

4. Methodology

4.1. Estimation model

We investigate peer effects on R&D using the baseline model of Leary and Roberts (2014),

which is specified as follows:9

yijt =α + βy−ijt + γ′X−ijt−1 + λ′Xijt−1 + ψ′νj + φ′νt + εijt (1)

9Several other studies which examine peer effects on corporate decisions use the same model (see,
among others, Chen and Chang, 2012; Francis et al., 2016; Bustamante and Frésard, 2017; Park et al.,
2017; Adhikari and Agrawal, 2018).
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where Yijt is either R&D or the R&D dummy (RDD) for firm i in industry j at time t,

α is a constant, β, γ′ and λ′ are the vectors of coefficients to be estimated, y−ijt is peer

firm average excluding firm i, X−ijt−1 and Xijt−1 are vectors of peer firm averages and

firm-specific characteristics, respectively. νj and νt are industry and year-fixed effects,

respectively. Finally, εijt is the error term. In line with Leary and Roberts (2014), we

assume that εijt is correlated within firms and heteroskedastic. The vectors X−ijt−1 and

X−ijt−1 include cash, market-to-book, leverage, size and profit.10

To examine the heterogeneity in peer effects on innovation, we estimated a modified

version of our baseline model that includes an indicator variable as follows:11

yijt =α +
[
β1y−ijt + γ1

′X−ijt−1 + λ1
′X ijt−1

]
1qijt≤m

+
[
β2y−ijt + γ2

′X−ijt−1 + λ2
′X ijt−1

]
1qijt>m

+ ψ′νk + φ′νt + εijt (2)

where 1{.} is an indicator variable that takes the value of one if a firm is categorised as

being in the low (high) regime in a particular year and zero otherwise. To categorise

the firms into the two regimes, we use the median (m) of several variables that proxy

for product market competition (the Herfindahl-Hirschman Index (HHI) based on assets

(HHI-Assets), sales (HHI-Sales), Top-Four Concentration Index based on assets (CR4-

Sales), and sales (CR4-Assets) and leader/follower status (based on profitability, firm

size, the logarithm of sales (LogSales), and analyst followings).12 Using the Equation

(2) with indicator variables enable us to directly test whether peer effects (β1 and β2)

differ between firms in the low and high regimes. We estimate our empirical models using

several approaches for robustness and to allow for comparisons with previous studies.

10These factors are informed by the literature (e.g. Aghion et al., 2004; Brown et al., 2009, 2012;
Borisova and Brown, 2013; Brown and Petersen, 2015).

11The model is in the spirit of Bustamante and Frésard (2017), who use a similar approach to examine
the asymmetry in peer effects on physical capital investments.

12We thank an anonymous reviewer for the helpful insights relating to factors that best proxy for
leader and follower status.
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4.2. Instruments for 2SLS estimation

A potential endogeneity problem associated with studies of peer effects is the “reflection

problem” (Manski, 1993). This problem arises due to the difficulty of disentangling peer

effects from common industry effects when industrial characteristics dictate corporate

policies. That is, endogeneity arises in an attempt to infer whether the average group

behaviour influences the behaviour of an individual who belongs to the group. Leary

and Roberts (2014) also stress that this form of endogeneity arises from the selection

of firms into peer groups or an omitted common factor and then attempting to identify

whether the response to peer effects operates through their actions or characteristics. We

address these potential endogeneity concerns by estimating instrumental variable models

(IV-Tobit and 2SLS) using appropriate instruments. By addressing potential endogeneity

issues, we are able to analyse the extent to which peer firms’ innovation policies influence

the focal firm’s corporate innovation beyond other firm-specific characteristics.

Following Leary and Roberts (2014), and Adhikari and Agrawal (2018), we use peer

firms’ idiosyncratic stock returns (EShock) and risks (ERisk) as our instruments for the

endogenous variable (peer average R&D). The instruments are relevant for the following

reasons. First, idiosyncratic stock returns and risks are unique to a specific firm, and as

such, are less likely to affect the innovation decisions of the focal firm directly. Second,

stock returns are widely available for all firms and are not easy to manipulate, unlike

accounting-based measures of performance.13 Third, several studies find a significant

relationship between innovation and stock returns (Hirshleifer et al., 2013; Gu, 2016;

Hirshleifer et al., 2018). Hence, we estimate the extent of peer influence on R&D using

the peer firms’ idiosyncratic stock returns and risks as instruments.

We estimate the idiosyncratic stock returns and risks using the augmented Carhart

13This reduces concerns about the external validity and reliability of our empirical tests. While we do
not claim that the instruments are perfect, we contend that the extant literature supports the instruments
and, as such, their predictive power for corporate innovation has been widely demonstrated.
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(1997) model with four factors (size, book-to-market, and momentum) as follows:14

Rijt =αijt + βMijt(RMt − RFt) + βSMB
ijt × SMBt + βHML

ijt × HMLt

+ βMOM
ijt × MOMt + βINDijt (R−ijt − RFt) + ηijt (3)

where Rijt is the total stock return for firm i in industry j over the month t, RMt − RFt

is the excess market return, SMLt is the size factor, HMLt is the book-to-market factor,

MOMt is the momentum factor, R−ijt − RFt is the excess return on an equally weighted

industry portfolio (where the industry is defined at the three-digit SIC code), excluding

firm i’s return, and ηijt is the error term.

We estimate Equation (3) on a rolling annual basis using monthly stock returns.

At a minimum, we require that each firm should have at least 24 months of historical

returns data and use up to 60 months of data for the estimations. Using the estimated

coefficients from Equation (3) for the previous year (t-1) and the monthly factors returns

for the current year (t), we use Equation (3) to compute the expected return and Equation

(4) for the idiosyncratic return and risk as follows:-

Expected Return ≡ R̂ijt = α̂ijt + β̂Mijt(RMt − RFt) + β̂SMB
ijt × SMBt

+ β̂HML
ijt × HMLt + β̂MOM

ijt × MOMt

+ β̂INDijt (R−ijt − RFt) (4)

Idiosyncratic Return ≡ η̂ijt = Rijt − R̂ijt (5)

We compute the annual idiosyncratic return as the geometric average of the monthly

idiosyncratic returns from Equation (5). Consistent with Adhikari and Agrawal (2018),

the annual idiosyncratic risk is the standard deviation of the idiosyncratic returns from

Equation (5). Our instruments, the average peer idiosyncratic return (EShock) and aver-

14Our approach is in line with Adhikari and Agrawal (2018), who examine peer effects on dividends
pay-out policies.
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age peer idiosyncratic risk (ERisk), are calculated analogously as discussed above for the

peer-firm averages in Equation (1).

PLEASE INSERT TABLE 2 HERE

Table 2 presents the summary statistics of the factor loadings estimated using Equa-

tion (3). The average (median) number of months for the regressions is 57 (60), and the

R2 is 0.343 (0.334). Consistent with Adhikari and Agrawal (2018), our factors load pos-

itively on the market (βMijt), size (βSMB
ijt ), book-to-market (βHML

ijt ) and industry (βINDijt ),

while they load negatively on momentum (βMOM
ijt ). The mean (median) βSMB

ijt for our

sample is 0.414 (0.359), which is relatively lower than 0.945 (0.922) for Adhikari and

Agrawal (2018), but similar to Leary and Roberts (2014), who report 0.399 (0.422). All

the other factor loadings are consistent with the literature.

We first discuss the models’ diagnostic tests as our results largely depend on the va-

lidity of our instruments. To assess the appropriateness and validity of our instruments,

we report the First-Stage F-Statistic (weak instruments test — the relevance of our in-

struments) and Hansen J-Statistic of over-identification restrictions (which tests the null

hypothesis that our instrumental variables are jointly exogenous). A small Hansen J-

Statistic indicates that the instruments are valid and appropriate (Sargan, 1958; Baum

et al., 2007; Barth et al., 2013). For all our models, the First-Stage F-Statistic is greater

than Staiger and Stock (1997)’s rule of thumb (a minimum critical value of 10), suggest-

ing no apparent weak instrument problem (supporting the relevance of our instrument).

In addition, the Wald Test of Exogeneity is significant in all cases, indicating sufficient

evidence to reject the null hypothesis of exogeneity. In our case, the significant Wald

Test of Exogeneity suggests that peer firm averages are not exogenous, hence, the need

to address potential endogeneity issues via instrumental variables (IV) estimations (see

Baum et al., 2003, 2007; Huang et al., 2018; Xing et al., 2020). Moreover, the Hansen

J-Statistic is small in all our models, suggesting that the null is not rejected and over-

identification restrictions are valid (see Sargan, 1958; Baum et al., 2007; Roodman, 2006).

In summary, the models’ diagnostic tests provide sufficient confidence that our instru-

ments address potential endogeneity issues and significantly predict endogenous variable
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— peer average R&D.15 Hence, the validity of our instruments is confirmed, and the

instrumental variable regressions (IV-Tobit, 2SLS and IV-Probit) are robust estimations

for our empirical analyses.

5. Empirical Results

5.1. Peer influence on corporate innovation

In this section, we test Hypothesis 1 (H1a & H1b), which examines whether or not

peer firms influence the focal firm’s R&D. Table 3 presents the Tobit (Column (1)), OLS

(Column (2)), 2SLS (Columns (3) and (4)), and IV-Tobit (Columns (5) and (6)) regression

estimations. For all the estimations, the dependent variable is R&D intensity measured

using R&D expenditure to total assets (RD/TA). Using peer firms’ idiosyncratic stock

returns (EShock) and risks (ERisk) as instruments, the 2SLS and IV-Tobit estimations

correct for endogeneity concerns associated with identifying peer averages of R&D. We

control for both peer and firm-specific characteristics, such as cash ratio, market-to-book

ratio, debt, firm size, and return on assets in all regressions. All models include industry

and year-fixed effects (but not reported for brevity of presentation).

PLEASE INSERT TABLE 3 HERE

Table 3 presents the results estimating the Tobit, OLS, 2SLS, and IV-Tobit regres-

sions. We are, however, cognisant that using OLS and 2SLS might lead to biased in-

ferences as our dependent variable, R&D, is censored at zero and one. We nonetheless

present results based on OLS and 2SLS as a form of robustness and to facilitate compar-

isons with prior studies that use similar approaches (e.g., Chen and Chang, 2012; Leary

and Roberts, 2014; Adhikari and Agrawal, 2018). To address problems associated with

estimating a model with a censored regressor, we use Tobit and IV-Tobit regressions for

our main analyses (see Adhikari and Agrawal, 2018). Using IV-Tobit also enables us to

15Appendix B shows that the correlations between firm-specific factors and both contemporaneous and
one-period lead peer equity shocks and risks are quite low and not significant. This indicates that the
peer equity shocks and risks that we use as instruments are quite reliable as they contain less information
about the firm’s current or near-future observable R&D determinants.
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address endogeneity concerns associated with the study of peer effects. Our results show

that the coefficient of peer average R&D (RD/TA) is consistently positive and significant

at 1% level for the Tobit (Column (1)) and OLS (Column (2)) estimations. Similarly,

we find a positive and significant relationship between peer average R&D and a firm’s

R&D investments in the second stage of the 2SLS and IV-Tobit models as reported in

Columns (3) and (5), respectively. The results show that, on average, firms increase R&D

expenditure by between 3% and 4% for a one standard deviation increase in peer R&D.

These significant and positive peer effects are in line with Hypothesis 1b (H1b) and

corroborate studies documenting significant peer influence on other corporate decisions

(e.g. Chen and Chang, 2012; Francis et al., 2016; Bustamante and Frésard, 2017; Park

et al., 2017; Adhikari and Agrawal, 2018). The peer effects that we document are par-

ticularly important due to the unique features of R&D - high irreversibility, information

asymmetry and asset substitution concerns, long investment horizons, and low-collateral

values - that make it difficult or less desirable for firms to mimic.16 The effects of these

unique features lead to Hypothesis 1a (H1a), which is not supported in our case. There-

fore, as we find significant peer effects despite the aforementioned militating factors, we

contend that our study provides more rigorous tests and persuasive empirical evidence of

peer influence on corporate decisions.

We also find that other peer average factors, which we include to control for other

channels through which peer firms might influence innovation, mostly have a low or

insignificant effect on R&D intensity. The few significant coefficients of the peer averages

tend to have an opposite sign to that of the corresponding firm-specific factors. For the

firm-specific factors, we find that the coefficients of cash, market-to-book ratio, and size

are consistently significant and positively correlated with R&D. The positive effect of

cash and market-to-book ratio on RD/TA is in line with Brown et al. (2009, 2012) and

Borisova and Brown (2013), who find that most R&D is attributable to cash-rich and

high-growth firms. Similarly, Brown and Petersen (2011) find that firms tend to hoard

16These unique or special features of R&D investments are well documented in the literature (see
Brown et al., 2009; Brown and Petersen, 2011; Borisova and Brown, 2013).
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cash in order to smooth out R&D. Recently, He and Wintoki (2016) also link the increase

in cash holdings to the surge in R&D. These prior studies collectively show that cash and

R&D are positively correlated in line with Table 3. For debt and profitability, we find

that they are negatively correlated with RD/TA as is consistent with prior literature (e.g.

Hall, 2002; Hall et al., 2009; Aghion et al., 2004; Hall and Lerner, 2010). As our results

for firm-specific factors are consistent with the literature, we, therefore, do not further

discuss them for brevity.

To summarise, we find significant peer influence on innovation. This finding suggests

that peer effects documented in the extant literature on other corporate decisions also

influence innovation beyond other firm-specific and macroeconomic determinants.

5.2. Competition and peer firm effects on corporate innovation

In this section, we test Hypothesis 2 (H2), which posits that peer influence on R&D

increases with product market competition. Hypothesis 2 (H2) is premised on Hart (1983)

and Aghion et al. (1999), who contend that competition drives corporate innovation

by acting as a disciplinary device that spurs managerial action. According to Aghion

et al. (2001), firms innovate to keep abreast of competition and enhance their growth

prospects in highly competitive product markets. This implies that peer effects increase

with product market competition, which is in contrast to the traditional Schumpeterian

model predicting a negative effect of competition on innovation and monopoly rents

(Schumpeter, 1947; Hart, 1983; Grossman and Helpman, 1991; Aghion et al., 1999).

Following the traditional Schumpeterian model, peer influence could decrease rather than

increase with product market competition. Against this background, it is, therefore, not

a priori clear how competitive pressures moderate peer effects on corporate innovation.

To examine the above opposing predictions, we create a dummy variable to indicate

whether a firm faces high (low) product market competition based on whether the firm

is below (above) the median Herfindahl–Hirschman Index (HHI-Assets and HHI-Sales),

Concentration Index for top 4 firms (CR4-Assets and CR4-Sales). Giroud and Mueller

(2011) and Adhikari and Agrawal (2018) use similar proxies and approaches to examine

the effects of product market competition on equity prices and peer effects on dividends,
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respectively. Using similar approaches enable us to test Hypothesis 2 (H2), which is

premised on the rivalry theory. The rivalry theory posits that firms respond by matching

or exceeding their peers in order to maintain or enhance competitive positions in the

product markets (Lieberman and Asaba, 2006). Therefore, the independent variables

of interest, in Equation (2), are the interaction terms between peer average R&D and

dummies for capturing the level of competition that the focal firm faces. The dummy

variable Low (High) denote a firm that has below (above) median HHI-Assets, HHI-

Sales, CR4-Assets, and CR4-Sales, which implies the firm faces high (low) product market

competition. Accordingly, the interaction terms RD/TA×Low and RD/TA×High are for

firms facing high and low product market competition, respectively. Table 4 summarises

the results.

PLEASE INSERT TABLE 4 HERE

Column (1), which uses the Herfindahl Index of assets (HHI-Assets) to measure prod-

uct market competition, show that peer effects on R&D are more pronounced and signifi-

cant when a firm operates in highly competitive product markets (RD/TA×Low) relative

to those in less competitive product markets (RD/TA×High). Specifically, we find that

the average firm in very (less) competitive industries increases R&D by 4.4% (1.8%) for

a one standard deviation increase in peer firms’ R&D. This effect is statistically and eco-

nomically significant at 1%. We find a similar response based on the Herfindahl Index

of sales (HHI-Sales) in Column (2), with firms in more competitive industries increasing

R&D by 4.5% for a one standard deviation increase in peer firms’ R&D compared to

1.4% for those operating in less competitive industries. The χ2 statistic for the difference

in the coefficients for low versus high HH–Assets and HHI–Sales are 46.12 and 71.04,

respectively. This indicates that even though the coefficients of peer firms’ R&D are

positive and significant when firms face high and low product market competition, they

are statistically different. The differences suggest that the incentive to mimic peer firms

is more pronounced for firms in highly competitive product markets. This result collab-

orates Aghion et al. (2001) and Aghion et al. (2005), who find a positive link between

product market competition and corporate innovation. Our results build on and extend
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these two prior studies by showing that product market competition not only motivates

firms to innovate but also to follow peer firms in order to remain competitive.

Next, we use alternative measures of product market competition, such as the Con-

centration Index based on assets (CR4-Assets) and sales (CR4-Sales) of the top 4 firms

in the industry to test the robustness of our results. Further comparisons using the

Concentration Index (CR4-Assets in Column (3) and CR4-Sales in Column (4)) show

similar differences (as those based on the Herfindahl Index), with peer effects being more

pronounced for firms in more competitive industries relative to those in less-competitive

industries. Specifically, the coefficients of peer average R&D is positive and significant at

the 1% level in Columns (3) and (4) for high-product market competition (RD/TA×Low)

and low-product market competition (RD/TA ×High). Again, the χ2 statistic of 41.69

and 45.62 indicates that the coefficients for low and high product market competition are

statistically different. Based on these analyses, we conclude that our results are robust

to how we measure or define product market competition.

Overall, our results suggest that peer effects increase (decrease) with product market

competition (concentration). This provides new empirical support on the predictions of

the rivalry theory (Lieberman and Asaba, 2006), which posits that mimicking increases

with product market competition. For R&D, matching or exceeding peer firms is im-

portant for two reasons. First, technological laggards need to catch up with the leaders

and enhance their profitability (Aghion et al., 2001, 2005). Second, innovation reduces

production costs and enhances the survival of firms operating in highly competitive in-

dustries (Nickell, 1996; Blundell et al., 1999). Thus, innovation enables firms to reduce

competitive pressures and generate superior and sustainable profitability. The increase

in peer effects with product market competition that we find is in line with Hypothesis 2

(H2) and shows that firms are more responsive to their rivals when they face high product

market competition.

5.3. Which firms are mimicked?

In this section, we test Hypothesis 3 (H3), which predicts that firms subject to information

asymmetry mimic those perceived to have superior information. This hypothesis is based
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on the information theory and implies significant heterogeneity in how firms respond to

their peers. To test this hypothesis, we use four firm-specific variables (profitability, firm

size, sales, and analyst followings) that are widely used to proxy for information asymme-

try (see Leary and Roberts, 2014; Bustamante and Frésard, 2017; Adhikari and Agrawal,

2018). Thus, we create a dummy variable, Low, if the firm is less profitable, small, gen-

erate low sales and have few analysts followings. Similarly, High is a dummy variable

for firms that are more profitable, large, have high sales, and high analyst followings.

We define low (high) profit margins, small (large) firm size, low (high) sales, and low

(high) analyst followings as firms reporting below (above) the median profit margin, firm

size, sales, and analyst followings in each year, respectively. Following the information

theory, we expect Low and High firms, which can be defined as Followers and Leaders ,

respectively, to be more (less) responsive to their peers. Table 5 summarises the re-

sults estimating Equation (2), where the independent variables are the interaction terms

between peer average R&D and dummies for Followers (RD/TA × Low) and Leaders

(RD/TA ×High).

PLEASE INSERT TABLE 5 HERE

Table 5 shows significant heterogeneity in peer influence. The coefficients of RD/TA×

Low are positive and significant at the 1% level, as shown in Columns (1)–(4). Our

findings suggest that Followers increase R&D, on average, by 4.5% for a one standard

deviation increase in peer R&D. Similarly, we find also that RD/TA×High is positively

correlated with the focal firm’s R&D, with an average increase of about 2% for a one

standard deviation increase in peer firms’ R&D. While these results suggest that both

Followers and Leaders tend to mimic peer firms’ R&D, the magnitude of the coefficients

of RD/TA × Low is larger than RD/TA × High. This is confirmed by the statistically

significant χ2 statistics for the test of difference between the coefficients of RD/TA×Low

and RD/TA×High (Diff — High vs Low). Our results hold regardless of the measure or

approach used to identify follower or leader firms. We further examine, in untabulated

results, cross-cohort mimicking behaviour and find that Followers (Leaders tend to mimic

other followers (leaders). Interestingly, Followers mimic Leaders and vice versa, with the
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mimicking by Followers being more pronounced relative to that by Leaders . Our results,

therefore, suggest that peer effects matter for both followers and leaders, with this effect

being more important for follower firms.

The above asymmetric and bidirectional cross-cohort peer effects, which are, on av-

erage, higher for Followers (low-profitability, small size, low sales, and fewer analyst

followings) relative to Leaders (high-profitability, large size, high sales, and more ana-

lyst followings), are in line with the information-based theory as they show that firms

with less informational advantages mimic those perceived to have more informational

advantages. This form of mimicking appears to be beneficial as it enables a firm to play

it safe or learn new information from its peers without expending resources to find or

determine the optional R&D policy. The significant bidirectional peer effects that we

document also show that the feedback theory partly explains how firms respond to their

peers as leaders copy policies of their followers to undercut or drive them out of business.

This is akin to a predatory response to followers that undermines any strategic inroads

or serve to dampen competitive pressures in competitive product markets (Bolton and

Scharfstein, 1990). This empirical evidence is new to the literature on peer effects and

shows important strategic interactions that might potentially amplify both positive and

negative firm-specific shocks within and across industries.

To summarise, our results show that peer effects are bidirectional and asymmetric

between cohorts or subgroups. The incentive to innovate is higher for followers who are,

on average, still seeking to establish themselves within the product markets. As our

results show, peer influence significantly drives innovation in addition to other factors so

far examined in the literature.

5.4. The implications of mimicking corporate innovation

While the previous sections show significant peer effects, it remains an empirical

question as to whether mimicking innovation is beneficial or not. Accordingly, we test

Hypothesis 4 (H4), which posits that mimicking peer firms has positive implications on

corporate outcomes. Understanding the implications of mimicking is important as peer

effects amplify firm-specific shocks both across and within industries. To tackle this
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under-researched, but yet important question, we follow Nason and Patel (2016) and

Gyimah et al. (2020), and estimate the following model:

yijt+1,t+5 =γ0 + γ1RD/TA−ijt + θZ ijt + µj + µt + ξijt (6)

where yijt+1,t+5 is the corporate outcome (firm value and performance, patents counts

and value, citations, product similarity and fluidity) for firm i in industry j over the

window from time t + 1 to t + 5, γ0 is a constant. γ1, γ2 and θ are the vectors of

coefficients to be estimated. RD/TA−ijt are the peer effects calculated as the industrial

average excluding the focal firm. As discussed previously in Section 4, we use the peer

firms’ idiosyncratic stock returns (EShock) and risks (ERisk) as our instruments for the

endogenous peer effects. Z ijt is a vector of sales growth (Sales Growth), cash (Cash),

debt (Debt), property, plant and equipment (PPE ), firm-size (Size) and the logarithm

of firm-age (LogAge). µk and µt are industry and year-fixed effects, respectively. Finally,

ξijt is the error term.

Table 6 presents the results estimating Equation (6) for the implications of mimicking

on stock market valuation using Tobin’s q, innovation outputs, such as patent counts

(LOGPATS) and patent value (LOGTCW and TSM/TA), and novelty of products

using product similarity (SIM) and product fluidity (FLUIDITY ). Output data for

innovation, where patent counts and forward citations are measured using the grant-

year, is from Kogan et al. (2017).17 LOGPATS is the logarithm of the number of

patent counts, LOGTCW is the citation-weighted value of patents, and TSM/TA is the

stock market value of patents. Product novelty SIM and FLUIDITY is the measure

of product similarity (Hoberg and Phillips, 2016) and product fluidity (Hoberg et al.,

2014), respectively.18 We recognise the uncertain process of translating R&D inputs into

17This patents data is available from https://iu.app.box.com/v/patents and the NBER website —
https://data.nber.org/patents/.

18Product similarity, according to Hoberg and Phillips (2016), is a firm-by-firm pairwise measure of
product similarity based on the product descriptions from firms’ 10-K annual reports. Product fluidity, on
the other hand, represents a firm-level measure based on each firm’s unique product-market vocabulary,
assessing how intensely product market changes around a firm (Hoberg et al., 2014). We extract this
data from the authors’ website on http://hobergphillips.tuck.dartmouth.edu/.
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outputs, which might take considerable time to materialise. At the same time, a firm

can only improve its product novelty once it has achieved some advances in technology

and successfully commercialises these advancements. Therefore, we follow Chan et al.

(2001), Hirshleifer et al. (2013), Bena and Li (2014) and Hsu et al. (2018) in measuring

our dependent variables, innovation outputs and product market performance, over a

five-year window.

PLEASE INSERT TABLE 6 HERE

Table 6 summarises the results estimating Equation (6). Columns (1)–(6) show that

mimicking R&D has a significant positive effect on corporate outcomes, such as stock

market value (Tobin’s q), innovation outputs (LOGPATS, LOGTCW and TSM/TA)

and product novelty (SIM and FLUIDITY ). This result underscores the notion that

current managerial decisions regarding R&D can enhance or hurt the viability, growth,

and competitiveness of an organisation in the long-run (see Morbey, 1988; Ehie and

Olibe, 2010). This positive effect on corporate outcomes is in line with Kallunki et al.

(2009), who report that R&D has significant positive effects on stock valuation following

technology-oriented M&As. Our findings corroborate this study by showing that mim-

icking R&D increases firm value, patent counts, patent value and product novelty. This

finding is important to corporate strategy as these factors directly affect firm survival

and growth in increasingly competitive product markets (see Harford, 1999; Cockburn

and MacGarvie, 2011; Kogan et al., 2017).

To ensure the robustness of our results, we also use two other alternative approaches

to identify mimicking firms. First, we use a modified version of Equation (1) that includes

a firm dummy (IDD) and the interaction term, RD/TA−ijt× IDD, to identify mimicking

firms. Specifically, we categorise firms as mimickers if they are in the upper quartile of

the distribution of the RD/TA−ijt × IDD coefficient in each year. We then substitute

RD/TA−ijt with the mimicking dummy, Mimicking, in Equation (6). Based on this

first alternative approach, we find qualitatively similar results to those in Table 6, which

suggests that mimicking R&D has real and long-term implications on innovation outputs

and product market performance. Second, we follow Fairhurst and Nam (2018) and use
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the regression diagnostic statistic (DFBETA) to identify mimicking firms. The DFBETA

test statistics are traditionally used to quantify the impact of deleting an observation on

the regression coefficients. Accordingly, the DFBETAs could be used, as in our case, to

identify firms that have the highest impact on the peer R&D coefficient, which for the

purposes of this study, we categorise as mimicking firms. To obtain the DFBETAs, we

run an OLS regression of Equation (1) and then categorise firms in the upper quartile

of the distribution of DFBETAs in each year as mimicking firms. Specifically, we create

a mimicking dummy, Mimicking, that takes the value of one if a firm is categorised in

the upper quartile of the DFBETAs distribution in each year and zero otherwise. Using

this approach yields qualitatively similar results as those reported in Table 6. These

additional robustness checks suggest that our findings are not driven by the approach or

method we use to identify mimicking firms.19

In summary, our analyses show that mimicking peer firms’ R&D is beneficial as it

reduces search costs incurred when a firm wants to optimise its decisions. These findings

provide new and important empirical insights on a relatively-unexplored research question

of whether mimicking peer firms is beneficial or not.

6. Robustness

In this section, we implement a battery of robustness checks. First, we re-estimate our

main results based on several broad industrial sector categorisations. We categorise

firms into three broad industries, namely; Others (all other industries except mining

and manufacturing), mining (1000 ≤ SIC code ≤ 1499) and manufacturing (2000 ≤ SIC

code ≤ 3999). We also further partition firms in the manufacturing sector into durables

(2400 ≤ SIC code ≤ 2500 and 3200 ≤ SIC code ≤ 3800) and non-durables (2000 ≤ SIC

code ≤ 2300 and 2600 ≤ SIC code ≤ 3100). Table 7 summarises the results estimating

Equation (1) for the sub-samples.

PLEASE INSERT TABLE 7 HERE

19The results from these additional robustness checks are available upon request. We thank an anony-
mous reviewer for highlighting this insightful extension to our paper.
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Columns (1)–(5) of Table 7 show that peer effects vary significantly across the sub-

samples. We find, in Columns (1)–(3), that peer influence on R&D is significant across

the three broad industries.20 For firms in the manufacturing sectors, in Columns (4) and

(5), we further find that peer effects are significant for firms in durables, but not the

non-durables sector, which highlights the central role of innovation in corporate strategy

and how the interplay of industry dynamics influence firm’s innovation policies. Overall,

the results for the sub-samples are qualitatively similar to our main findings.

PLEASE INSERT TABLE 8 HERE

To address concerns that our measure of corporate innovation might drive our results,

we re-estimate our baseline model using five other definitions of innovation, namely:

the R&D dummy (RDD), R&D to net assets (RD/NA), change in R&D to total assets

(∆RD/TA), the sum of R&D and selling, general and administrative expenses (SG&A) to

total assets (RDSGA/TA), and R&D plus selling, general and administrative expenses to

sales (RDSGA/Sales). Using RDSGA/TA and RDSGA/Sales address concerns that some

firms might attempt to strategically manage R&D expenses by selectively reporting them

as part of selling, general and administrative expenses (see Banker et al., 2011; Lévesque

et al., 2012). These comprehensive measures of innovation also address the selective or

strategic reporting of R&D (see Koh and Reeb, 2015), which could significantly bias our

inferences. Consistent with Table 3, Columns (1)–(5) of Table 8 show that peer effects

are significant across our five alternative measures of innovation. These findings suggest

that our results are not driven by how we define or identify innovation.

PLEASE INSERT TABLE 9 HERE

In addition to using the three-digit SIC code as the primary definition of our in-

dustries, we also conduct several robustness tests using other five alternative industry

classifications. Specifically, we define our alternative industries using the one-digit SIC

20Our unreported results that plot the average R&D across the different industry groupings, we find
that firms in the manufacturing (durables) sectors report significantly higher R&D than those in the
non-manufacturing (non-durables) sectors.
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code (SIC1), two-digit SIC code (SIC2), two-digit North America Industry Classification

System (NAICS2) and 10-K-based Fixed Industry Classifications (FIC200 and FIC300)

(see Hoberg and Phillips, 2010, 2016). Table 9, which tabulates the results for our alter-

native industry classifications, shows that changing the level or way in which we define

the industries does not significantly affect our main findings. Appendix C and D similarly

show that our results are robust to using different estimation techniques, excluding and

including industry and year-fixed effects, and excluding firms that change industries or

have multiple business segments. Finally, Appendix E shows that our results are robust

to controlling for several factors linked to changes in credit markets and macroeconomic

conditions.

Based on the tests above, we conclude that peer firms significantly influence innovation

and that results are robust to a host of factors that could potentially bias our inferences.

7. Conclusion

We extend the literature on peer effects on corporate decisions by examining whether peer

firms influence corporate innovation in the US over the past five decades. This period is

interesting as it is marked by a surge in R&D to levels that exceed physical or tangible

investments. To the best of our knowledge, we make the first attempt at testing whether

peer effects matter for corporate innovation. By focusing on corporate innovation, we

provide sharper tests on peer effects as mimicking is difficult or less desirable given that

corporate innovation is susceptible to high-asymmetric information problems, asset sub-

stitution issues, low-collateral values, irreversibility and long-investment horizons.

Our results, which are robust to a battery of tests, suggest that peer effects matter

for corporate innovation. Specifically, we find that firms are more responsive to peers in

highly competitive product markets and more importantly, firms learn from one another in

defining their corporate policy choices. The information theory underpins such a learning

process by which firms follow peers that are perceived to have superior information about

the market. Even though we find bidirectional peer effects, the analyses emphasise that

leaders more significantly influence their followers relative to the effects of followers on
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leaders.

Next, we explore the implications of mimicking corporate innovation on innovation

outputs and product market performance. We find evidence suggesting that adopting

innovation policies of rivals is beneficial as it reduces information search costs incurred

when attempting to optimise corporate decisions. Our results confirm this hypothesis,

indicating the beneficial effects of mimicking on both long-term innovation outputs and

product market performance.

Overall, peer effects emerge from our findings as an important determinant of cor-

porate innovation in addition to other factors so far considered in the literature. Our

findings of significant peer effects on R&D have both academic and policy implications.

Academic researchers should consider peer effects as one of the new and important de-

terminants of corporate innovation. Policymakers, on the other hand, should have a keen

interest in peer effects as they could potentially amplify the impact of firm-specific shocks

both within and across industries. This has real economic and welfare implications, and

at the same time, represents an exciting future research area that could enhance our

understanding of industry dynamics and corporate decisions.
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Figure 1 Time variations in corporate innovation
The figure plots the mean RD/TA, RD/Sales and RD/NA over the sample period. The sample consists of listed non-utility
and non-financial firms in the US drawn from Compustat over the period from 1968 to 2018. All variables used are defined
in Appendix A, and are winsorised at the lower and upper one percentiles.
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Table 1 Basic statistics

The table presents the summary statistics for all the variables used. The firm-specific characteristics are defined as follows:
RD/TA is research and development to total assets, RDD is the research and development dummy, RD/NA is research
and development to net assets, ∆RD/TA is change in research and development to total assets, RDSGA/TA is research
and development plus selling, general and administrative expenses to total assets, and RDSGA/Sales is research and
development plus selling, general and administrative expenses to total sales. Cash is cash and cash equivalent, Q is market
to book ratio, Debt is total debt, Size is logarithm of total assets, ROA is return on assets, EShock is equity shock, and

ERisk is equity risk. The peer firms’ average characteristics (e.g., RD/TA) are calculated as the average of all firms within
an industry-year, excluding the ith observations. Industries are defined at the three-digit SIC code. The sample consists of
listed non-utility and non-financial firms in the US drawn from Compustat over the period 1968–2018. All variables used
are defined in Appendix A, and are winsorised at the lower and upper one percentiles.

Variables Mean SD Min p25 Median p75 Max

Firm-specific factors
RD/TA 0.045 0.065 0.000 0.019 0.000 0.067 0.529
RDD 0.647 0.478 0.000 1.000 0.000 1.000 1.000
RD/NA 0.069 0.132 0.000 0.021 0.000 0.084 1.580
∆RD/TA 0.001 0.020 -0.135 0.000 -0.001 0.002 0.167
RDSGA/TA 0.355 0.264 0.000 0.301 0.166 0.476 1.623
RDSGA/Sales 0.325 0.275 0.000 0.252 0.145 0.433 2.966
Cash 0.152 0.167 0.000 0.086 0.030 0.219 0.822
Q 1.685 1.128 0.413 1.329 1.005 1.931 12.485
Debt 0.193 0.161 0.000 0.177 0.044 0.301 0.729
Size 5.620 2.006 0.952 5.460 4.142 6.918 11.716
ROA 0.079 0.102 -0.641 0.093 0.051 0.133 0.324
EShock -0.010 0.044 -0.247 -0.008 -0.033 0.015 0.166
ERisk 0.122 0.071 0.025 0.104 0.073 0.150 0.668

Peer firms’ average characteristics

RD/TA 0.045 0.040 0.000 0.030 0.007 0.081 0.139
RDD 0.647 0.323 0.000 0.759 0.357 0.922 1.000

RD/NA 0.069 0.071 0.000 0.036 0.008 0.124 0.366

∆RD/TA 0.001 0.004 -0.020 0.000 -0.001 0.002 0.021

∆RDSGA/TA 0.355 0.158 0.017 0.373 0.235 0.464 0.861

∆RDSGA/Sales 0.325 0.173 0.021 0.282 0.180 0.464 0.919
Cash 0.152 0.091 0.012 0.122 0.078 0.213 0.384
Q 1.679 0.543 0.562 1.577 1.277 2.006 4.456
Debt 0.194 0.073 0.030 0.192 0.138 0.243 0.522
Size 5.590 0.914 3.401 5.523 4.920 6.198 9.037
ROA 0.077 0.035 -0.140 0.079 0.055 0.101 0.194
EShock -0.010 0.010 -0.069 -0.010 -0.016 -0.004 0.038
ERisk 0.122 0.034 0.050 0.115 0.098 0.141 0.278

N 51,990
SIC3 Industries 74
Firms 4,545

RD/TA > 0 N 33,663
RD/TA > 0 Firms 3,027

RD/TA = 0 N 18,327
RD/TA = 0 Firms 1,518
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Table 2 Stock return regressions

The table presents the summary statistics of the estimation results of the following model:-

Rijt =αijt + βM
ijt(RMt − RFt) + βSMB

ijt × SMBt + βHML
ijt ×HMLt

+ βMOM
ijt ×MOMt + βIND

ijt (R−ijt − RFt) + ηijt (3)

where Rijt is the total stock return for firm i in industry j over the month t, RMt − RFt is the excess market return,

SMLt is the size factor, HMLt is the book-to-market factor, MOMt is the momentum factor, R−ijt − RFt is the excess
return on an equally weighted industry portfolio (where the industry is defined at the three-digit SIC code), excluding
firm ís return, and ηijt is the error term.

Equation (3) is estimated on a rolling annual basis using monthly returns. At a minimum, each firm is required to have at
least 24 months of historical returns data and up to 60 months of data is used for the estimations. Equation (4) is then
used to compute the idiosyncratic return and risk using the estimated coefficients from Equation (3) for the previous year
(t-1) and the monthly factors returns for the current year (t) as follows:-

Expected Return ≡ R̂ijt = α̂ijt + β̂M
ijt(RMt − RFt) + β̂SMB

ijt × SMBt

+ β̂HML
ijt ×HMLt + β̂MOM

ijt ×MOMt

+ β̂IND
ijt (R−ijt − RFt) (4)

Idiosyncratic Return ≡ η̂ijt = Rijt − R̂ijt (5)

The annual idiosyncratic return is calculated by taking the geometric average of the monthly idiosyncratic returns from
Equation (5). Consistent with Adhikari and Agrawal (2018), the annual idiosyncratic risk is calculated as the standard
deviation of the idiosyncratic returns from Equation (5). The instruments which are the average peer idiosyncratic return
and risk, are calculated as the average of all firms within an industry-year excluding the ith observations. Industries are
defined at the three-digit SIC code. The sample consists of listed non-utility and non-financial firms in the US drawn from
Compustat over the period from 1968 to 2018. All variables used are defined in Appendix A, and are winsorised at the
lower and upper one percentiles.

Variables Mean Median SD

α̂ijt 0.007 0.006 0.019

β̂M
ijt 0.476 0.515 1.055

β̂SMB
ijt 0.414 0.359 1.295

β̂HML
ijt 0.047 0.051 1.076

β̂MOM
ijt -0.048 -0.032 0.734

β̂IND
ijt 0.510 0.431 0.845

Obs per Regression 57 60 8
R2 0.343 0.334 0.166
Monthly Return 0.049 0.023 0.180
Expected Monthly Return 0.016 0.015 0.036
Idiosyncratic Monthly Return -0.001 -0.002 0.048
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Table 3 The effect of peer firms on corporate innovation

The table presents estimation results of Equation (1), which relate R&D to firm-specific and peer firms’ average character-
istics. There are four models presented in this table: Tobit (Column (1)), OLS (Column (2)), 2SLS (Columns (3)&(4)), and
IV-Tobit (Columns (5)&(6)). The dependent variable, RD/TA, is the firm’s R&D to total assets. The independent variable

is the peer firms’ average firm characteristics defined as follows: RD/TA, is the average peer firms’ R&D to total assets.

The other peer control variables are as follows: Cash is lagged peer cash and cash equivalent to total assets, Q is lagged peer
market-to-book ratio, Debt is lagged peer debt to total assets, Size is lagged peer size (logarithm of total assets), and ROA
is lagged peer profitability (earnings before interest and tax to total assets). The firm-specific characteristics are defined as
follows: Cash is lagged cash and cash equivalent to total assets, Q is lagged market-to-book ratio, Debt is lagged debt to
total assets, Size is lagged size (logarithm of total assets), ROA is lagged profitability (earnings before interest and tax to
total assets), EShock is the lagged idiosyncratic stock returns, and ERisk is the standard deviation of the idiosyncratic stock
returns. The instruments used in the first stage of the 2SLS and IV-Tobit models are the lagged peer average idiosyncratic
stock returns (EShock) and the average standard deviation of the peer idiosyncratic stock returns (ERisk). The peer firms’
average characteristics are calculated as the average of all firms within an industry-year excluding the ith observations.
Industries are defined at the three-digit SIC code. The sample consists of listed non-utility and non-financial firms in the
US drawn from Compustat over the period 1968–2018. All variables used are defined in Appendix A, and are winsorised
at the lower and upper one percentiles. All regression models are estimated with a constant and include both industry
and year-fixed effects (but are not reported). ∗∗∗, ∗∗, ∗ indicate significance at the 1%, 5%, and 10% levels, respectively,
based on robust standard errors. Standard errors are reported in parentheses. The Wald test of the exogeneity of the
instrumented variables, First-Stage F-statistic for the instruments, and Hansen J-Statistic of over-identification restrictions
are presented.

Estimations Tobit OLS 2SLS IV-Tobit

2nd Stage 1st Stage 2nd Stage 1st Stage

Variables (1) (2) (3) (4) (5) (6)

RD/TA 1.024*** 0.744*** 0.712*** 0.914***
(0.025) (0.018) (0.064) (0.100)

Cash -0.017* -0.006 0.000 0.208*** 0.004 0.208***
(0.010) (0.007) (0.015) (0.002) (0.023) (0.002)

Q 0.001 -0.006*** -0.006*** 0.006*** 0.002 0.006***
(0.001) (0.001) (0.001) (0.000) (0.002) (0.000)

Debt 0.024** 0.021*** 0.024*** -0.030*** 0.026** -0.030***
(0.010) (0.005) (0.005) (0.002) (0.011) (0.002)

Size 0.003*** -0.001 -0.001* 0.003*** 0.002*** 0.003***
(0.001) (0.000) (0.000) (0.000) (0.001) (0.000)

ROA 0.106*** 0.094*** 0.095*** -0.100*** 0.095*** -0.100***
(0.016) (0.010) (0.014) (0.003) (0.021) (0.003)

Cash 0.072*** 0.063*** 0.063*** 0.007*** 0.074*** 0.007***
(0.003) (0.002) (0.002) (0.000) (0.002) (0.000)

Q 0.010*** 0.009*** 0.009*** 0.000 0.010*** 0.000
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

Debt -0.066*** -0.039*** -0.043*** -0.000 -0.070*** -0.000
(0.002) (0.002) (0.002) (0.000) (0.002) (0.000)

Size 0.003*** 0.000*** 0.002*** 0.000*** 0.004*** 0.000***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

ROA -0.184*** -0.155*** -0.145*** 0.001 -0.172*** 0.001
(0.005) (0.004) (0.004) (0.001) (0.003) (0.001)

EShock -0.037*** -0.037***
(0.007) (0.007)

ERisk 0.222*** 0.222***
(0.004) (0.004)

EShock -0.007 -0.000 -0.006 -0.000
(0.007) (0.001) (0.007) (0.001)

ERisk 0.068*** 0.007*** 0.090*** 0.007***
(0.005) (0.001) (0.006) (0.001)

Industry FE Yes Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes Yes
N 47,445 47,445 47,445 47,445 47,445 47,445
Adj.R2 0.450 0.453 0.890
First-Stage F-Statistic 656.00*** 641.10*** 406.50*** 406.50***
Wald Test of Exogeneity 122.60*** 84.26***
Hansen J-Statistic 0.02 1.59
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Table 4 Product market competition and peer effects on corporate innovation

The table presents estimation results of Equation (2), which relate R&D to firm-specific and peer firms’ average char-
acteristics. The dependent variable, RD/TA, is the firm’s R&D to total assets. Low indicates that a firm faces high
competition with above median HHI-Assets, HHI-Sales, CR4-Assets, and CR4-Sales whereas High is the dummy variable
when a firm faces low product market competition based on below median of the measures of product market competition.
Thus, the independent variables are the interactions between the peer average R&D and each of the dummy variables Low

(RD/TA × Low) and High (RD/TA × High). RD/TA, is the average peer firms’ R&D to total assets. The other peer

control variables are as follows: Cash is lagged peer cash and cash equivalent to total assets, Q is lagged peer market-to-
book ratio, Debt is lagged peer debt to total assets, Size is lagged peer size (logarithm of total assets), and ROA is lagged
peer profitability (earnings before interest and tax to total assets). The firm-specific characteristics are defined as follows:
Cash is lagged cash and cash equivalent to total assets, Q is lagged market-to-book ratio, Debt is lagged debt to total
assets, Size is lagged size (logarithm of total assets), ROA is lagged profitability (earnings before interest and tax to total
assets). The instruments for the IV-Tobit regression models are the interactions between each of the instruments and the

dummy variables Low (EShock × Low and ERisk × Low) and High (EShock × High and ERisk × High). EShock is the

lagged average peer idiosyncratic stock returns and ERisk is the standard deviation of the peer idiosyncratic stock returns.
The peer firms’ average characteristics are calculated as the average of all firms within an industry-year excluding the ith

observations. Industries are defined at the three-digit SIC code. The sample consists of listed non-utility and non-financial
firms in the US drawn from Compustat over the period 1968–2018. All variables used are defined in Appendix A, and
are winsorised at the lower and upper one percentiles. All regression models are estimated with a constant and include
both industry and year-fixed effects (but are not reported). ∗∗∗, ∗∗, ∗ indicate significance at the 1%, 5%, and 10% levels,
respectively, based on robust standard errors. Standard errors are reported in parentheses. The Wald test of the exogene-
ity of the instrumented variables, First-Stage F-statistic for the instruments, and Hansen J-Statistic of over-identification
restrictions are presented.

Product competition HHI-Assets HHI-Sales CR4-Assets CR4-Sales

Variables (1) (2) (3) (4)

RD/TA× Low 1.147*** 1.182*** 1.202*** 1.204***
(0.107) (0.106) (0.106) (0.106)

RD/TA×High 0.543*** 0.415*** 0.647*** 0.621***
(0.112) (0.116) (0.110) (0.111)

Diff (High vs Low) 46.12*** 71.04*** 41.69*** 45.62***

First stage regressions
EShock× Low -0.120*** -0.113*** -0.277*** -0.285***

(0.011) (0.011) (0.014) (0.014)
ERisk× Low 0.275*** 0.279*** 0.292*** 0.293***

(0.006) (0.006) (0.006) (0.006)
EShock×High -0.439*** -0.456*** -0.288*** -0.284***

(0.017) (0.017) (0.014) (0.014)
ERisk×High 0.374*** 0.367*** 0.273*** 0.273***

(0.005) (0.005) (0.006) (0.006)

Firm factors Yes Yes Yes Yes
Peer averages Yes Yes Yes Yes
Industry FE Yes Yes Yes Yes
Year FE Yes Yes Yes Yes
N 45,656 45,653 47,427 47,419
R2 0.799 0.798 0.732 0.732
First-Stage F-Statistic 168.00*** 191.20*** 66.85*** 62.20***
Wald Test of Exogeneity 124.70*** 150.70*** 134.10*** 137.10***
Hansen J-Statistic 3.09 2.84 1.66 1.78
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Table 5 Do firms mimic leaders or followers?

The table presents estimation results of Equation (2), which relate change in R&D to firm-specific and peer firms’ average
characteristics. The dependent variable, RD/TA, is the firm’s R&D to total assets. Low indicates that a firm generates
below median profitability, sales, size, and analyst followings. Similarly, High is indicator variable for firms with above
median profitability, sales, size, and analyst followings. Low and High are defined as Followers and Leaders, respectively.
Thus, the independent variables are the interactions between the peer average R&D and each of the dummy variables Low

(RD/TA × Low) and High (RD/TA × High). RD/TA, is the average peer firms’ R&D to total assets. The other peer

control variables are as follows: Cash is lagged peer cash and cash equivalent to total assets, Q is lagged peer market-
to-book ratio, Debt is lagged peer debt to total assets, Size is lagged peer size (logarithm of total assets), and ROA is
lagged peer profitability (earnings before interest and tax to total assets). The firm-specific characteristics are defined as
follows: Cash is lagged cash and cash equivalent to total assets, Q is lagged market-to-book ratio, Debt is lagged debt to
total assets, Size is lagged size (logarithm of total assets), ROA is lagged profitability (earnings before interest and tax to
total assets). The instruments for the IV-Tobit regression models are the interactions between each of the instruments and

the dummy variables Low (EShock × Low and ERisk × Low) and High (EShock × High and ERisk × High). EShock is

the lagged average peer idiosyncratic stock returns and ERisk is the standard deviation of the average peer idiosyncratic
stock returns. The peer firms’ average characteristics are calculated as the average of all firms within an industry-year
excluding the ith observations. Industries are defined at the three-digit SIC code. The sample consists of listed non-utility
and non-financial firms in the US drawn from Compustat over the period 1968–2018. All variables used are defined in
Appendix A, and are winsorised at the lower and upper one percentiles. All regression models are estimated with a constant
and include both industry and year-fixed effects (but are not reported). ∗∗∗, ∗∗, ∗ indicate significance at the 1%, 5%,
and 10% levels, respectively, based on robust standard errors. Standard errors are reported in parentheses. The Wald
test of the exogeneity of the instrumented variables, First-Stage F-statistic for the instruments, and Hansen J-Statistic of
over-identification restrictions are presented.

Profitability Size LogSales Analyst Followings

Variables (1) (2) (3) (4)

RD/TA× Low 1.023*** 1.292*** 1.215*** 1.296***
(0.105) (0.106) (0.105) (0.183)

RD/TA×High 0.772*** 0.506*** 0.587*** 0.485**
(0.104) (0.107) (0.107) (0.197)

Diff (High vs Low) 8.87*** 84.37*** 55.05*** 27.14***

First stage regressions
EShock× Low -0.255*** -0.283*** -0.284*** -0.067*

(0.014) (0.015) (0.015) (0.035)
ERisk× Low 0.287*** 0.287*** 0.289*** 0.404***

(0.006) (0.006) (0.006) (0.014)
EShock×High -0.297*** -0.293*** -0.288*** -0.024

(0.015) (0.015) (0.015) (0.037)
ERisk×High 0.261*** 0.281*** 0.277*** 0.385***

(0.006) (0.006) (0.006) (0.014)

Firm factors Yes Yes Yes Yes
Peer averages Yes Yes Yes Yes
Industry FE Yes Yes Yes Yes
Year FE Yes Yes Yes Yes
N 44,288 44,288 44,272 11,713
R2 0.739 0.736 0.737 0.815
First-stage F-statistic 91.22*** 56.47*** 56.04*** 9.39***
Wald Test of Exogeneity 96.51*** 173.20*** 144.90*** 58.93***
Hansen J-Statistic 1.32 2.61 2.15 0.55
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Table 6 Peer effects and corporate outcomes

The table presents estimation results of Equation (6), which relate long-term innovation outputs and product market
performance to peers’ R&D to corporate outcomes, given firm-specific characteristics. The dependent variables are the
measures of long-term innovation outputs and product market performance and are computed over a 5-year window (Period
[t+ 1, t+ 5]): Tobin’s q is market value of equity plus total debt to total assets (Q), log patent counts (LOGPATS),
logarithm of citation-weighted value of patents (LOGTCW ), market value of patents to total assets (TSM/TA), product

similarity (SIM), and product fluidity (FLUIDITY ). The independent variable is RD/TA, which is the ratio of average
peer firms’ R&D to total assets. The firm-specific characteristics are defined as follows: Sales Growth change in sales, Cash
is lagged cash and cash equivalent, Debt is lagged total debt, PPE is lagged logarithm of property, plant and equipment,
Size is lagged logarithm of total assets, and LogAge is the logarithm of firm age. The instruments for the 2SLS regression
models are EShock and ERisk. EShock is the lagged average peer idiosyncratic stock returns and EShock is the standard
deviation of the average peer idiosyncratic stock returns. The peer firms’ average characteristics are calculated as the
average of all firms within an industry-year excluding the ith observations. Industries are defined at the three-digit SIC
code. The sample consists of listed non-utility and non-financial firms in the US drawn from Compustat over the period
1968–2018. All variables used are defined in Appendix A, and are winsorised at the lower and upper one percentiles. All
regression models are estimated with a constant and include both industry and year-fixed effects (but are not reported).
∗∗∗, ∗∗, ∗ indicate significance at the 1%, 5%, and 10% levels, respectively, based on robust standard errors. Standard
errors are reported in parentheses. The Wald test of the exogeneity of the instrumented variables, First-Stage F-statistic
for the instruments, and Hansen J-Statistic of over-identification restrictions are presented.

Long-term [t+ 1, t+ 5] Tobin’s q LOGPATS LOGTCW TSM/TA SIM FLUIDITY

Variables (1) (2) (3) (4) (5) (6)

RD/TA 2.318*** 3.344* 5.818*** 0.994*** 15.488*** 29.808***
(0.758) (1.950) (2.231) (0.233) (3.349) (2.797)

First stage regressions
EShock -0.143*** -0.070*** -0.070*** -0.070*** -0.160*** -0.160***

(0.012) (0.020) (0.020) (0.020) (0.023) (0.023)
ERisk 0.376*** 0.380*** 0.380*** 0.380*** 0.338*** 0.338***

(0.006) (0.011) (0.011) (0.011) (0.010) (0.010)

Controls Yes Yes Yes Yes Yes Yes
Industry FE Yes Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes Yes
N 28,571 6,045 6,045 6,045 10,021 10,021
R2 0.81 0.88 0.88 0.88 0.81 0.81
First-Stage F-Statistic 251.50*** 176.60*** 176.60*** 176.60*** 40.85*** 40.85***
Wald Test of Exogeneity 9.35*** 2.94* 6.80*** 18.14*** 21.39*** 113.60***
Hansen J-Statistic 0.13 0.10 0.22 1.62 0.76 0.31
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Table 7 Peer effects on corporate innovation across industries

The table presents estimation results of Equation (1), which relate R&D to firm-specific and peer firms’ average charac-
teristics across different industries. The dependent variable, RD/TA, is the firm’s R&D to total assets. The independent

variable is the peer firms’ average firm characteristics defined as follows: RD/TA, is the average peer firms’ R&D to total

assets. The peer control variables are as follows: Cash is lagged peer cash and cash equivalent to total assets, Q is lagged
peer market-to-book ratio, Debt is lagged peer debt to total assets, Size is lagged peer size (logarithm of total assets),

and ROA is lagged peer profitability (earnings before interest and tax to total assets). The firm-specific characteristics are
defined as follows: Cash is lagged cash and cash equivalent, Q is lagged market to book ratio, Debt is lagged total debt, Size
is lagged logarithm of total assets, ROA is lagged return on assets, and EShock is lagged equity shock. The instruments for
the IV-Tobit regression models are EShock and ERisk. EShock is the lagged average peer idiosyncratic stock returns and
EShock is the standard deviation of the average peer idiosyncratic stock returns. The peer firms’ average characteristics
are calculated as the average of all firms within an industry-year excluding the ith observations. Industries are defined
at the three-digit SIC code. Firms are classified into five industrial categorisations as follows: Others (industries except
mining and manufacturing), mining (1000 ≤ SIC code ≤ 1499), manufacturing (2000 ≤ SIC code ≤ 3999), durables (2400
≤ SIC code ≤ 2500 and 3200 ≤ SIC code ≤ 3800) and non-durables (2000 ≤ SIC code ≤ 2300 and 2600 ≤ SIC code ≤
3100). The sample consists of listed non-utility and non-financial firms in the US drawn from Compustat over the period
1968–2018. All variables used are defined in Appendix A, and are winsorised at the lower and upper one percentiles. All
regression models are estimated with a constant and include both industry and year-fixed effects (but are not reported).
∗∗∗, ∗∗, ∗ indicate significance at the 1%, 5%, and 10% levels, respectively, based on robust standard errors. Standard
errors are reported in parentheses. The Wald test of the exogeneity of the instrumented variables, First-Stage F-statistic
for the instruments, and Hansen J-Statistic of over-identification restrictions are presented.

Others Mining Manufacturing Non-Durables Durables

Variables (1) (2) (3) (4) (5)

RD/TA 0.955** 7.939*** 0.728*** 0.190 0.587***
(0.407) (2.270) (0.148) (2.086) (0.151)

First stage regressions
EShock 0.103*** -0.024* -0.058*** -0.028*** -0.048***

(0.019) (0.013) (0.007) (0.008) (0.009)
ERisk 0.220*** -0.068*** 0.158*** -0.018*** 0.196***

(0.010) (0.008) (0.004) (0.005) (0.005)

Firm factors Yes Yes Yes Yes Yes
Peer averages Yes Yes Yes Yes Yes
N 11,331 2,689 33,425 8,729 24,140
R2 0.87 0.61 0.93 0.98 0.92
First-Stage F-Statistic 198.00*** 27.08*** 132.50*** 20.36*** 174.90***
Wald Test of Exogeneity 1.42 8.46*** 1.87 0.09 0.22
Hansen J-Statistic 1.81 1.36 0.05 0.28 0.12
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Table 8 Alternative proxies of corporate innovation

The table presents estimation results of Equation (1), which relate alternative proxies of R&D to firm-specific and peer firms’
average characteristics. The alternative dependent variables are as follows: RDD is a dummy variable which is equal to 1 if
a firm has R&D and 0 otherwise (Column (1)), RD/NA is research and development to net assets (Columns (2)), ∆RD/TA
is change in research and development to total assets (Columns (3)), RDSGA/TA is research and development plus selling,
general and administrative expenses to total assets (Columns (4)), and RDSGA/Sales is research and development plus
selling, general and administrative expenses to total sales (Columns (5)). The independent variables are the peer-averages

of the measures of R&D: RDD, RD/NA, ∆RD/TA, RDSGA/TA, and RDSGA/Sales. The peer control variables are as

follows: Cash is lagged peer cash and cash equivalent to total assets, Q is lagged peer market-to-book ratio, Debt is lagged
peer debt to total assets, Size is lagged peer size (logarithm of total assets), and ROA is lagged peer profitability (earnings
before interest and tax to total assets). The firm-specific variables are defined as follows: Cash is lagged cash and cash
equivalent, Q is lagged market to book ratio, Debt is lagged total debt, Size is lagged logarithm of total assets, ROA is
lagged return on assets, EShock is lagged equity shock, and ERisk is lagged equity risk. The instruments for the IV-Probit
(Column (1)) and IV-Tobit (Columns (2)–(5)) regression models are EShock and ERisk. EShock is the lagged average peer

idiosyncratic stock returns and EShock is the standard deviation of the average peer idiosyncratic stock returns. The peer
firms’ average characteristics are calculated as the average of all firms within an industry-year excluding the ith observations.
Industries are defined at the three-digit SIC code. The sample consists of listed non-utility and non-financial firms in the
US drawn from Compustat over the period 1968–2018. All variables used are defined in Appendix A, and are winsorised
at the lower and upper one percentiles. All regression models are estimated with a constant and include both industry
and year-fixed effects (but are not reported). ∗∗∗, ∗∗, ∗ indicate significance at the 1%, 5%, and 10% levels, respectively,
based on robust standard errors. Standard errors are reported in parentheses. The Wald test of the exogeneity of the
instrumented variables, First-Stage F-statistic for the instruments, and Hansen J-Statistic of over-identification restrictions
are presented.

RDD RD/NA ∆RD/TA RDSGA/TA RDSGA/Sales

Variables (1) (2) (3) (4) (5)

RDD 3.179***
(0.543)

RD/NA 1.025***
(0.137)

∆RD/TA 2.614***
(0.381)

RDSGA/TA 0.581***
(0.089)

RDSGA/Sales 0.369***
(0.132)

First stage regressions
EShock 0.356*** -0.102*** 0.016*** 0.129*** -0.116***

(0.066) (0.013) (0.002) (0.033) (0.029)
ERisk 0.931*** 0.285*** 0.024*** 0.690*** 0.380***

(0.037) (0.007) (0.001) (0.019) (0.016)

Method IV-Probit IV-Tobit IV-Tobit IV-Tobit IV-Tobit
Controls Yes Yes Yes Yes Yes
Industry FE Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes
N 47,445 47,445 46,206 47,445 47,389
R2 0.87 0.90 0.55 0.87 0.91
First-Stage F-Statistic 256.90*** 135.30*** 275.70*** 409.60*** 55.10***
Wald Test of Exogeneity 34.23*** 55.73*** 47.15*** 42.61*** 7.80***
Hansen J-Statistic 0.10 1.67 2.27 1.17 1.39
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Table 9 Alternative industrial definitions

The table presents estimation results of Equation (1), which relate R&D to firm-specific and peer firms’ average character-
istics using alternative industrial classifications. The dependent variable, RD/TA, is the firm’s R&D to total assets. The

independent variable is the peer firms’ average firm characteristics defined as follows: RD/TA, is the average peer firms’

R&D to total assets. The peer control variables are as follows: Cash is lagged peer cash and cash equivalent to total assets,
Q is lagged peer market-to-book ratio, Debt is lagged peer debt to total assets, Size is lagged peer size (logarithm of total

assets), and ROA is lagged peer profitability (earnings before interest and tax to total assets). The firm-specific charac-
teristics are defined as follows: Cash is lagged cash and cash equivalent, Q is lagged market to book ratio, Debt is lagged
total debt, Size is lagged logarithm of total assets, ROA is lagged return on assets, and EShock is lagged equity shock.
The instruments for the IV-Tobit regression models are EShock and ERisk. EShock is the lagged average peer idiosyn-
cratic stock returns and EShock is the standard deviation of the average peer idiosyncratic stock returns. The peer firms’
average characteristics are calculated as the average of all firms within an industry-year excluding the ith observations.
Industries are defined at the one-digit SIC code (SIC1), two-digit SIC code (SIC2), the two-digit North America Industry
Classification System (NAICS2) and the 10-K-based Fixed Industry Classifications (FIC200, and FIC300) (see Hoberg and
Phillips, 2010, 2016). The sample consists of listed non-utility and non-financial firms in the US drawn from Compustat
over the period 1968–2018. All variables used are defined in Appendix A, and are winsorised at the lower and upper one
percentiles. All regression models are estimated with a constant and include both industry and year-fixed effects (but are
not reported). ∗∗∗, ∗∗, ∗ indicate significance at the 1%, 5%, and 10% levels, respectively, based on robust standard errors.
Standard errors are reported in parentheses. The Wald test of the exogeneity of the instrumented variables, First-Stage
F-statistic for the instruments, and Hansen J-Statistic of over-identification restrictions are presented.

SIC1 SIC2 NAICS2 FIC200 FIC300

Variables (1) (2) (3) (4) (5)

RD/TA 0.740*** 0.936*** 0.486*** 0.202** 0.233***
(0.145) (0.114) (0.167) (0.081) (0.073)

First stage regressions
EShock 0.136*** -0.034*** 0.042*** -0.231*** -0.208***

(0.007) (0.007) (0.008) (0.013) (0.013)
ERisk 0.337*** 0.270*** 0.254*** 0.282*** 0.323***

(0.004) (0.004) (0.005) (0.007) (0.007)

Controls Yes Yes Yes Yes Yes
Industry FE Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes
N 44,323 44,227 43,479 34,180 33,090
R2 0.94 0.94 0.91 0.83 0.83
First-Stage F-Statistic 2,668.00*** 821.00*** 818.90*** 9.63*** 50.33***
Wald Test of Exogeneity 26.17*** 67.96*** 8.48*** 6.20** 10.12***
Hansen J-Statistic 1.56 0.37 2.19 0.26 0.03
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Appendix A Variable definitions

The table lists the definitions of all variables used and the account items obtained from Compustat databases.

Variable Definition

RDD Research and development (XRD) dummy.
RD/TA Research and development (XRD) to total assets (AT ).
RD/NA Research and development (XRD) to net asset. Net assets are total assets (AT ) less cash and cash

equivalent (CHE)
∆RD/TA Change in research and development to total assets (AT ).
RDSGA/TA Research and development (XRD) plus selling, general and administrative expenses (XSGA)

to total assets (AT ).
RDSGA/Sales Research and development (XRD) plus selling, general and administrative expenses (XSGA)

to total sales (SALE).
Cash Cash and cash equivalent (CHE) to total assets (TA).
Tobin’s q (Q) Market value of equity (PRCC F× CSHO) plus total debt (DLC + DLTT ) to total assets (AT ).
Debt Total debt (DLC + DLTT ) to total assets (AT ).
Size Logarithm of total assets (AT ).
ROA Earnings before interest and tax (EBIT ) plus depreciation (DP) to total assets (AT ).
EShock The annual idiosyncratic returns is the geometric mean of the monthly idiosyncratic returns from

Equation (5).
ERisk The annual idiosyncratic risk is the standard deviation of the idiosyncratic returns calculated

from the monthly idiosyncratic returns from Equation (5).
Sales Growth The change in sales (SALE less lagged SALE to lagged SALE).
LTDA Long-term debt (DLTT ) to total assets (AT ).
STDA Short-term debt (DLC ) to total assets (AT ).
PPE Property, plant and equipment to total assets (AT ).
LOGPATS A measure of innovation output defined as the logarithm of the number of patents granted to a firm.

It is computed over a 5-year window following investments in R&D.
This data is extracted from the website of Kogan et al. (2017) at https://iu.app.box.com/v/patents.

LOGTCW It is computed as the logarithm of the citation-weighted value of patents using the grant year and averaged
over a 5-year window. This data is provided by Kogan et al. (2017) and available at
https://iu.app.box.com/v/patents.

TSM/TA This is the dollar stock market value of patents over a 5-year window granted to a firm scaled by total assets (AT ).
It is provided by Kogan et al. (2017) and available at https://iu.app.box.com/v/patents.

SIM Firm-level product similarity measure by Hoberg and Phillips (2016) based on the product descriptions from
firms 10-K annual reports. This measure s computed over a 5-year window following R&D investments.
This data is available at http://hobergphillips.tuck.dartmouth.edu

FLUIDITY A firm-level measure of product fluidity, indicating how intensely product market changes around a firm
This measure s computed over a 5-year window following R&D investments.
(Hoberg et al., 2014). The data is available at http://hobergphillips.tuck.dartmouth.edu.

GDP growth Annual GDP growth rate.
Inflation Annual inflation rate.
UMCSENT University of Michigan Consumer Sentiment Index available at https://fred.stlouisfed.org/series/UMCSENT.
SENT Baker and Wurgler’s (2006) Investor Sentiment Index available at http://people.stern.nyu.edu/jwurgler/.
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Appendix B Peer equity residuals

The table presents estimation results of the following equation:-

Instrumentijt =ϑ + θ′Xijt−1 + ϕ′X−ijt−1 + π′ζt + eijt (7)

where Instrumentijt is the peer equity shock (EShockijt) or risk (ERiskijt) for firm i in industry j at time t, ϑ is a constant,

θ′ and ϕ′ are the vectors of coefficients to be estimated, X−ijt−1 and X are vectors of peer firm averages excluding firm i and
firm-specific characteristics, respectively. ζt and eijt are year-fixed effects and firm-year specific error term, respectively.
The vector of firm-specific factors, X−ijt−1, include lagged cash and cash equivalent (Cash), lagged market to book ratio
(Qijt), lagged total debt (Debtijt), lagged logarithm of total assets (Sizeijt), lagged return on assets (ROAijt) and lagged

equity shock (EShockijt) or lagged equity risk (ERiskijt). The peer firms’ average characteristics, X−ijt−1, are calculated

as the average of all firms within an industry-year excluding the ith observations. Industries are defined at the three-digit
SIC code. The sample consists of listed non-utility and non-financial firms in the US drawn from Compustat over the
period from 1968 to 2018. All variables used are defined in Appendix A, and are winsorised at the lower and upper one
percentiles. All regression models are estimated with a constant (but are not reported). ∗∗∗, ∗∗, ∗ indicate significance at
the 1%, 5%, and 10% levels, respectively, based on robust standard errors. Standard errors are reported in parentheses.

Panel A: Contemporaneous independent variables Panel B: Lagged independent variables

EShock ERisk EShock ERisk

Variables (1) (2) (3) (4)

Cash -0.001 0.001 -0.000 0.002*
(0.000) (0.001) (0.000) (0.001)

Q 0.000*** -0.000 0.000*** -0.000
(0.000) (0.000) (0.000) (0.000)

Debt 0.000 -0.005*** 0.001* -0.004***
(0.000) (0.001) (0.000) (0.001)

PPE -0.000 0.001*** -0.000 0.001***
(0.000) (0.000) (0.000) (0.000)

ROA -0.001*** 0.004*** -0.000 0.005***
(0.000) (0.001) (0.000) (0.001)

Firm Equity Shock Yes No Yes No
Firm Equity Risk No Yes No Yes
Peer averages Yes Yes Yes Yes
N 47,445 47,445 47,445 47,445
Firms 4,545 4,545 4,545 4,545
R2 0.35 0.79 0.34 0.77
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Appendix C Alternative estimations of peer effects on corporate innovation

The table presents estimation results of Equation (1), which relate R&D to firm-specific and peer firms’ average characteris-
tics. Columns (1)–(3) presents the results of the IV-GMM (generalised method of moments) whereas the results in Columns
(4)–(6) are the IV-LIML (limited-information maximum likelihood) estimations. The dependent variable, RD/TA, is the

firm’s R&D to total assets. The independent variable is the peer firms’ average R&D, RD/TA, which is defined as the

average peer firms’ R&D to total assets. The other peer control variables are as follows: Cash is lagged peer cash and cash
equivalent to total assets, Q is lagged peer market-to-book ratio, Debt is lagged peer debt to total assets, Size is lagged
peer size (logarithm of total assets), and ROA is lagged peer profitability (earnings before interest and tax to total assets).
The firm-specific characteristics are defined as follows: Cash is lagged cash and cash equivalent to total assets, Q is lagged
market-to-book ratio, Debt is lagged debt to total assets, Size is lagged size (logarithm of total assets), ROA is lagged
profitability (earnings before interest and tax to total assets), and EShockijt is the lagged idiosyncratic stock returns. The

instruments for the IV-GMM and IV-LIML regression models are EShock and ERisk. EShock is the lagged average peer
idiosyncratic stock returns and EShock is the standard deviation of the average peer idiosyncratic stock returns. The peer
firms’ average characteristics are calculated as the average of all firms within an industry-year excluding the ith observa-
tions. Industries are defined at the three-digit SIC code. The sample consists of listed non-utility and non-financial firms in
the US drawn from Compustat over the period 1968–2018. All variables used are defined in Appendix A, and are winsorised
at the lower and upper one percentiles. All regression models are estimated with a constant and include both industry
and year-fixed effects (but are not reported). ∗∗∗, ∗∗, ∗ indicate significance at the 1%, 5%, and 10% levels, respectively,
based on robust standard errors. Standard errors are reported in parentheses. The Wald test of the exogeneity of the
instrumented variables, First-Stage F-statistic for the instruments, and Hansen J-Statistic of over-identification restrictions
are presented.

IV-GMM IV-LIML

Variables (1) (2) (3) (4) (5) (6)

RD/TA 0.664*** 0.774*** 0.713*** 0.657*** 0.774*** 0.712***
(0.052) (0.045) (0.064) (0.053) (0.045) (0.064)

First stage regressions
EShock -0.037*** -0.036*** -0.037*** -0.037*** -0.036*** -0.037***

(0.007) (0.011) (0.007) (0.007) (0.011) (0.007)
ERisk 0.222*** 0.294*** 0.222*** 0.222*** 0.294*** 0.222***

(0.004) (0.006) (0.004) (0.004) (0.006) (0.004)

Firm factors Yes Yes Yes Yes Yes Yes
Peer averages Yes Yes Yes Yes Yes Yes
Industry FE No No Yes No No Yes
Year FE No Yes Yes No Yes Yes
N 47,445 47,445 47,445 47,445 47,445 47,445
R2 0.89 0.76 0.89 0.89 0.76 0.89
First-Stage F-Statistic 406.50*** 369.60*** 406.50*** 406.50*** 369.60*** 406.50***
Wald Test of Exogeneity 161.40*** 300.30*** 122.80*** 155.60*** 299.30*** 122.60***
Hansen J-Statistic 1.42 0.03 0.02 1.42 0.03 0.02
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Appendix D Peer effects on corporate innovation excluding firms that change industries or
with multiple segments

The table presents estimation results of Equation (1), which relate R&D to firm-specific and peer firms’ average charac-
teristics. Columns (1)–(3) presents the results when excluding firms that change industries, and Columns (4)–(6) provide
the estimation results after excluding firms with multiple segments. The dependent variable, RD/TA, is the firm’s R&D

to total assets. The independent variable is the peer firms’ average firm characteristics defined as follows: RD/TA, is the

average peer firms’ R&D to total assets. The peer control variables are as follows: Cash is lagged peer cash and cash
equivalent to total assets, Q is lagged peer market-to-book ratio, Debt is lagged peer debt to total assets, Size is lagged
peer size (logarithm of total assets), and ROA is lagged peer profitability (earnings before interest and tax to total assets).
The firm-specific characteristics are defined as follows: Cash is lagged cash and cash equivalent, Q is lagged market to book
ratio, Debt is lagged total debt, Size is lagged logarithm of total assets, ROA is lagged return on assets, and EShock is
lagged equity shock. The instruments for the IV-Tobit regression models are EShock and ERisk. EShock is the lagged av-
erage peer idiosyncratic stock returns and EShock is the standard deviation of the average peer idiosyncratic stock returns.
The peer firms’ average characteristics are calculated as the average of all firms within an industry-year excluding the ith

observations. Industries are defined at the three-digit SIC code. The sample consists of listed non-utility and non-financial
firms in the US drawn from Compustat over the period 1968–2018. All variables used are defined in Appendix A, and
are winsorised at the lower and upper one percentiles. All regression models are estimated with a constant and include
both industry and year-fixed effects (but are not reported). ∗∗∗, ∗∗, ∗ indicate significance at the 1%, 5%, and 10% levels,
respectively, based on robust standard errors. Standard errors are reported in parentheses. The Wald test of the exogene-
ity of the instrumented variables, First-Stage F-statistic for the instruments, and Hansen J-Statistic of over-identification
restrictions are presented.

Excluding firms that change industries Excluding firms with multiple segments

Variables (1) (2) (3) (4) (5) (6)

RD/TA 1.116*** 0.816*** 1.014*** 1.351*** 1.061*** 1.328***
(0.059) (0.059) (0.111) (0.078) (0.077) (0.159)

First stage regressions
EShock -0.128*** -0.128*** -0.051*** -0.101*** -0.125*** -0.074***

(0.010) (0.010) (0.008) (0.015) (0.016) (0.012)
ERisk 0.385*** 0.368*** 0.233*** 0.450*** 0.429*** 0.244***

(0.005) (0.005) (0.005) (0.007) (0.008) (0.007)

Firm factors No Yes Yes No Yes Yes
Peer averages No No Yes No No Yes
Industry FE Yes Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes Yes
N 37,959 34,453 34,453 22,632 20,680 20,680
R2 0.83 0.84 0.90 0.83 0.84 0.91
First-Stage F-Statistic 457.90*** 380.40*** 336.30*** 362.70*** 260.10*** 131.70***
Wald Test of Exogeneity 360.10*** 188.60*** 83.74*** 299.20*** 187.70*** 69.88***
Hansen J-Statistic 0.05 0.36 1.86 0.01 0.17 0.09
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Appendix E Macroeconomic conditions, market sentiment and peer effects on corporate
innovation

The table presents estimation results of Equation (1), which relate R&D to firm-specific and peer firms’ average charac-
teristics. The dependent variable, RD/TA, is the firm’s R&D to total assets. The independent variable is the peer firms’

average firm characteristics defined as follows: RD/TA, is the average peer firms’ R&D to total assets. The peer control

variables are as follows: Cash is lagged peer cash and cash equivalent to total assets, Q is lagged peer market-to-book
ratio, Debt is lagged peer debt to total assets, Size is lagged peer size (logarithm of total assets), and ROA is lagged peer
profitability (earnings before interest and tax to total assets). The firm-specific characteristics are defined as follows: Cash
is lagged cash and cash equivalent, Q is lagged market to book ratio, Debt is lagged total debt, Size is lagged logarithm
of total assets, ROA is lagged return on assets, and EShock is lagged equity shock. GDPgrowth, Inflation UMCSENT ,
and SENT are the measures of macroeconomic conditions and stock market sentiment. The instruments for the IV-Tobit
regression models are EShock and ERisk. EShock is the lagged average peer idiosyncratic stock returns and EShock is the
standard deviation of the average peer idiosyncratic stock returns. The peer firms’ average characteristics are calculated as
the average of all firms within an industry-year excluding the ith observations. Industries are defined at the three-digit SIC
code. The sample consists of listed non-utility and non-financial firms in the US drawn from Compustat over the period
1968–2018. All Variables used are defined in Appendix A, and are winsorised at the lower and upper one percentiles. All
regression models are estimated with a constant and include both industry and year-fixed effects (but are not reported).
∗∗∗, ∗∗, ∗ indicate significance at the 1%, 5%, and 10% levels, respectively, based on robust standard errors. Standard
errors are reported in parentheses. The Wald test of the exogeneity of the instrumented variables, First-Stage F-statistic
for the instruments, and Hansen J-Statistic of over-identification restrictions are presented.

Variables (1) (2) (3) (4) (5)

RD/TA 0.914*** 0.914*** 0.914*** 0.914*** 0.914***
(0.100) (0.100) (0.100) (0.100) (0.100)

GDP growth -0.046 -0.053
(0.038) (0.040)

Inflation -0.030 -0.062
(0.084) (0.087)

UMCSENT -0.002 0.000
(0.003) (0.001)

SENT -0.044 -0.041
(0.059) (0.080)

First stage regressions
EShock -0.037*** -0.037*** -0.037*** -0.037*** -0.037***

(0.007) (0.007) (0.007) (0.007) (0.007)
ERisk 0.222*** 0.222*** 0.222*** 0.222*** 0.222***

(0.004) (0.004) (0.004) (0.004) (0.004)

Firm factors Yes Yes Yes Yes Yes
Peer averages Yes Yes Yes Yes Yes
Industry FE Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes
N 47,445 47,445 47,445 47,445 47,445
R2 0.89 0.89 0.89 0.89 0.89
First-Stage F-Statistic 406.50*** 405.90*** 406.50*** 406.50*** 405.90***
Wald Test of Exogeneity 84.25*** 84.25*** 84.26*** 84.26*** 84.24***
Hansen J-Statistic 1.58 1.60 1.59 1.59 1.59
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