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Abstract 

Mobile notifications have become ubiquitous in modern life, yet excessive volumes contribute to interruption overload. This 

paper investigates intelligent notification management leveraging user context. A three-stage methodology employed a focus 

group, survey, and in-the-wild data collection app. The focus group (n = 12) provided preliminary insights into notification 

perceptions during boredom which informed survey design. The survey (n = 106) probed usage habits across times, days, 
and app categories. The SeektheNotification app gathered real-world notification data from 20 Android users over 3 months. 

Analysis revealed social and personal apps dominate notification volumes (91% combined). Shorter response delays occurred 

on weekends and after 12 pm, suggesting heightened user receptivity during boredom. Random Forest classification achieved 

88% accuracy, outperforming 13 other algorithms, underscoring machine learning’s potential for context-aware notification 

systems.Our exploratory findings indicate notifications could be optimized by considering situational factors like boredom. 

Further research should expand context beyond boredom and employ advanced deep learning techniques. This preliminary 

study demonstrates the promise of leveraging user psychology and machine intelligence to develop smarter interruption 

management systems to combat notification overload. 
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1 Introduction 

Effective management of push notifications on mobile 

  devices remains an open challenge despite extensive prior 
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research. Notifications must balance timely delivery of 

important information against limiting distraction from 

excessive volumes, particularly as ubiquitous comput- 

ing intensifies notification overload (Mehrotra et al. 2015; 

Mehrotra and Musolesi 2020). This highlights the need to 

explore innovative notification management approaches that 

empower users to contend with notification deluges more 

efficiently. 

While notifications serve as a crucial communication 

pathway between providers and users, literature suggests 

the considerable daily total (which can be often around 

100) may impair productivity and well-being (Anderson 

et al. 2018). Further research into optimizing this channel is 

therefore imperative. 

Although existing studies have analyzed behaviors of spe- 

cific mobile applications or categories (Fischer et al. 2011), 

a deeper examination of the role and impact of push notifica- 

tions in mobile communication is warranted. 
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An intriguing hypothesis proposes targeting notifica- 

tions during boredom, when individuals display increased 

receptiveness (Pielot et al. 2015). Rather than mere inactiv- 

ity, boredom represents a search for stimulation (Eastwood 

et al. 2012). This study tests this hypothesis, investigating 

whether leveraging idle moments, with the assistance of 

pervasive computing, could mitigate excessive notification 

issues. 

We employ a three-stage methodology encompassing an 

initial focus group, large-scale survey, and in-the-wild smart- 

phone data collection to explain the complex relationship 

between notifications and user behavior during boredom. 

The systematic approach provides nuanced understanding of 

associations between boredom and notification engagement, 

offering critical insights to enhance notification systems. 

Specifically, this research makes the following key 

contributions: 

 

1. How do notification source (app category) and tim- 

ing influence user engagement, as measured by click- 

through rates? 

2. What notification response patterns can be identified 

through exploratory analysis of timing features and app 

categories? 

3. How effective are different machine learning algorithms, 

for the classification task of predicting user notification 

engagement? 

 

The remainder of this paper is structured as follows: 

Section 2 offers an overview of the relevant literature per- 

tinent to this study. It delves into an examination of concepts 

related to boredom and breakpoint and critically reviews 

prior research methodologies employed to determine the 

most opportune moments for interruptions. 

Section 3 provides a detailed exposition of the “Seekthe- 

Notification” app’s technical facets and elaborates on the 

robust methodology utilised in this study. 

Section 4 presents the study’s findings along with the 

analysis of the results. Subsequently, Sect. 5 provides dis- 

cussion of these findings and outlines potential avenues for 

future research. This approach aims to contribute signifi- 

cant insights and constructive contributions to the ongoing 

discourse on the optimization of notification management. 

 

2 Related work 

Mobile notifications have become an integral yet distract- 

ing part of everyday life. Constant notifications can lead 

to interruption overload and make it difficult for users to 

concentrate on tasks (Czerwinski et al. 2004; Adamczyk 

and Bailey 2004; Horvitz 2001). Excessive notifications on 

mobile devices are a source of frustration for many users 

(Leiva et al. 2012). 

To address the issue of notification overload, research- 

ers have proposed various user-aware notification systems 

that aim to deliver notifications at optimal times based on 

user context (Mehrotra et al. 2015; Mehrotra and Musolesi 

2020; Fisher and Simmons 2011; Pielot et al. 2015, 2017; 

Anderson et al. 2018). These systems incorporate physical 

activity recognition, user behavior modeling, and machine 

learning techniques (Pielot et al. 2015, 2017). However, cur- 

rent systems still have relatively low accuracy, with many 

reporting 70–80% correct prediction rates (Mehrotra and 

Musolesi 2020). The lack of large-scale studies and data- 

sets has been identified as a key limitation in developing 

more robust context-aware notification systems (Mehrotra 

and Musolesi 2020). 

Features like “do-not-disturb” mode allow users to limit 

notifications. However, research indicates that completely 

blocking notifications often leaves users unsatisfied and 

feeling like they are missing out on information (Alt and 

Boniel-Nissim 2018; Wolniewicz et al. 2018). This phenom- 

enon is linked to the dispositional trait of fear of missing 

out (FoMO), which refers to anxiety over missing rewarding 

experiences that others may be having (Wolniewicz et al. 

2018). Constant social media feeds and real-time updates 

experienced by tech-savvy users can exacerbate FoMO (Liao 

and Shyam Sundar 2022). 

Prior work has explored using states of user boredom as 

opportunities to deliver notifications, based on findings that 

bored users tend to be more receptive (Pielot et al. 2015). 

However, research on detecting and leveraging states of 

boredom is still limited. The “behaviorome” concept sug- 

gests that combinations of digital behavioral markers from 

ambient and wearable sensors could provide insight into 

user psychosocial states like boredom (Cook 2020; Cook 

and Schmitter-Edgecombe 2021). But concrete method- 

ologies for inferring boredom remain to be developed and 

validated. 

In terms of responding to notifications, research indicates 

the timing matters. The concept of “break points,” when 

users switch between tasks, has been identified as a key fac- 

tor influencing notification acceptance (Okoshi et al. 2014, 

2017; Pielot et al. 2014). The overall notification environ- 

ment, not just individual notifications, affects user behavior 

(Turner et al. 2019). Mood and usage patterns also influence 

responsiveness (Heinisch et al. 2022). 

A key limitation of prior work is that most studies do not 

directly account for user perceptions and preferences when 

designing notification management systems. The subjec- 

tive user experience is a critical factor that should inform 

the development of intelligent notification techniques. To 
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address this gap, our work first conducts a focus group study 

to understand user perspectives surrounding smartphone use 

and notifications, specifically investigating usage habits and 

feelings during boredom. The outcomes inform the design 

of a survey to probe user perceptions of notifications during 

bored states. By incorporating user thoughts and context, we 

aim to develop notification management approaches aligned 

with subjective user needs. 

In our study, we take a holistic approach to investigate 

mobile notification impact, rather than focusing on individ- 

ual applications. We conducted a survey of 106 participants 

and a 3-month notification tracking study of 20 individuals. 

We developed an application called “SeektheNotification” 

(SN) based on a research-in-the-large approach (Henze et al. 

2011; McMillan et al. 2010; Henze and Pielot 2013) and 

installed it on participants’ Android phones to collect noti- 

fication data. This study provides insights into the overall 

impact of notifications on users, informing more effective 

notification management strategies tailored to user percep- 

tions and preferences. 

 

3 Methodology 

The design of our investigation was multifaceted, follow- 

ing ethical regulations. Approval was secured from the 

COMSATS University research committee to guarantee all 

procedures complied with institutional and legal parameters. 

Since the application was installed on the volunteers’ per- 

sonal phones, the goal was to amass data whilst minimally 

disrupting the user to prevent them from abandoning the 

study. Therefore, the application was engineered to oper- 

ate in the background, minimising disturbance and ensuring 

user acceptance through limited data sharing. Consequently, 

we narrowed our data collection to notification-related infor- 

mation, unlike other broader studies (Henze et al. 2011; 

McMillan et al. 2010; Henze and Pielot 2013). 

Our methodology was initiated with a focus group study 

designed to acquire a preliminary comprehension of user 

attitudes towards notifications during periods of leisure or 

boredom. This provided a robust foundation for the sub- 

sequent steps. We then distributed a survey using a Likert 

scale, implemented via Google Forms, to explore mobile 

phone usage patterns across varying times and days, and to 

discern the most frequently used app types. This widened 

our understanding of user behaviors and app usage. 

We take a holistic approach to investigate mobile noti- 

fication impact, rather than focusing on individual appli- 

cations. We conducted a survey of 106 participants and a 

3-month notification tracking study of 20 individuals. We 

developed an application called “SeektheNotification” (SN) 

based on a research-in-the-large approach (Henze et al. 

2011; McMillan et al. 2010; Henze and Pielot 2013) and 

installed it on participants’ Android phones to collect noti- 

fication data. This provides insights into the overall impact 

of notifications on users, informing more effective notifica- 

tion management strategies tailored to user perceptions and 

preferences. 

We deployed a mobile application, the SN app, to non- 

intrusively capture in-the-wild data regarding notifications 
 

 

 

Fig. 1 This figure illustrates the 

sequential stages of our work, 

commencing with the focus 

group study and its outcomes 

shaping the survey questions. 

The analysis of survey questions 

subsequently informed the 

design of the SeektheNotifica- 

tion Android app, which in 

turn provided the dataset for 

classification. Additionally, we 

conducted in-depth analyses of 

the survey data, app data, and 

classification results 
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and user responses. The amassed data was subjected to a 

preprocessing phase, where new features were extracted and 

selected using keywords in the notification titles to catego- 

rize apps. Figure 1 presents a visual representation of the 

step-by-step progression in our research. 

3.1 Focus group study 

 
A focus group study was conducted with the primary aim 

of gathering an in-depth understanding of participants’ 

attitudes and perceptions towards mobile notifications. 

This formative research informed subsequent phases. 

A 12-person group was carefully selected, comprising 

equal numbers of males and females, students and staff. 

This heterogeneity provided varied perspectives to effec- 

tively test the research questions. The study comprised 

open-ended discussion centered on two themes: feelings 

of boredom and preferred activities. A skilled modera- 

tor guided the dialogue to maintain focus and encourage 

participation. The 60-min study allowed sufficient time 

to explore the topics without fatigue. Resulting qualita- 

tive data was analyzed to identify trends related to mobile 

usage during boredom. 

Key insights included use of phones for non-com- 

munication purposes and favored app categories when 

bored. These discoveries informed survey design to quan- 

titatively probe usage habits and attitudes. Focus group 

patterns and themes guided crafting targeted questions 

capturing agreement with using phones beyond commu- 

nication when bored, timing/frequency of boredom, and 

specific boredom activities like gaming and social media. 

Incorporating focus group outcomes in the survey 

enabled complementary qualitative and quantitative data 

to examine mobile usage during boredom from multiple 

angles. The focus group furnished essential preliminary 

comprehension of user perceptions, laying the ground- 

work for investigating the research questions through 

subsequent quantitative methods. 

The questions presented in Table A1 were crafted 

based on the insights gained from the focus group study. 

This allowed quantitative validation of the qualitative 

trends identified. 

3.2 Recruitment 

 
Recruitment utilized email invitations to computer sci- 

ence students and faculty at COMSATS University, sup- 

plemented by social media campaigns. Demographic data 

was not collected to protect privacy. The sample com- 

prised 106 survey responses and 24 participants providing 

notification data by installing the SN app. Participants 

could voluntarily pause, resume, or withdraw during the 

study. Rigorous steps ensured data confidentiality, includ- 

ing thorough anonymization, validation, verification, and 

secure university server storage prior to analysis. 

Before participation, consent forms outlined the study 

purpose and expectations. Participants could ask ques- 

tions and raise concerns. This recruitment approach 

furnished an appropriately sized sample while uphold- 

ing ethical standards around informed consent and data 

privacy. 

3.3 Survey 

 
Participants completed a Google Forms questionnaire detailed 

in Appendix employing 5-point Likert scale questions. This 

surveyed mobile usage patterns across times and days to inves- 

tigate engagement habits with device types and frequency. 

Additionally, the survey aimed to elucidate the relation- 

ship between usage and boredom. Rather than viewing bore- 

dom as a purely psychological state, it was conceptualized as 

a liminal state characterized by passing time through mobile 

engagement. 

Probing usage behaviors and attitudes towards boredom- 

linked engagement through mobile engagement, for the 

purposes of this research, provided quantitative data com- 

plementing focus group insights. The survey furnished vital 

understanding of usage habits across app categories, times, 

days, and subjective mindsets. In Appendix, a detailed pres- 

entation of the specific Likert scale questions administered 

through Google Forms to achieve these research objectives can 

be found. These questions were designed to delve deeper into 

participants’ experiences and preferences related to mobile 

phone usage during moments of leisure or boredom, contrib- 

uting to an understanding of their behaviors and attitudes. 
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Algorithm 1 An algorithm for obtaining notification data 

 
 

 

 

 

 

3.4 SeektheNotification mobile app 

 
The SN app operates via the NotificationSeeker service for 

unobtrusive background data collection on Android 6.0+. 

Notification data is gathered from all installed apps 

including title, timestamps, and user responses through a 

proprietary algorithm. This tracks reactions to notifications 

from one app while also recording broader cross-app usage. 

Algorithm 1 outlines the approach. It defines essential 

variables like package name and timestamps, initializes the 

app list, and identifies the target app. A while loop tracks 

the foreground app, checking if it matches the target. If so, 

it records the app name, notification time, response time, 

and reaction flag. Even when unmatched, it logs the app and 

times without a reaction flag. 

This dual recording of target app and holistic usage ena- 

bles analyzing notification responses across applications. 

The custom Android build and proprietary algorithm pro- 

vide controlled, precise in-the-wild data collection. 

In summary, the SN app unobtrusively gathers multi- 

faceted notification data leveraging a tailored algorithm. By 

tracking reactions across applications, it affords the view 

of real-world user behaviors and responses to notifications. 

The app acts as an instrumental vehicle for gathering the 

observational data fundamental to investigating the research 

questions. 

3.4.1 SeektheNotification dataset description 

 

The SN app has been specifically designed to gather data 

regarding notifications, including details such as the notifi- 

cation’s title, the source app that generated the notification, 

the time when the notification was posted, the timestamp at 

which the Android operating system initiated the notifica- 

tion, and the user’s response time. Notably, the user’s reac- 

tion time data encompasses whether the user accepted or 

 

 
Table 1 An example of the data collected by SeektheNotification 

 

NotificationPost- 

edTime 

ApplicationName UserResponse- 

Time 

User 

responsea 

1494783060 Messenger 1494786420 0 

1494786420 WhatsApp 1494786660 1 

1494786420 WhatsApp 1494786660 1 

1494787380 WhatsApp 1494787680 1 

1494787380 Messenger 1494787680 1 

1494787380 Instagram 1494787680 1 

1494784920 Messenger 1494787680 0 

1494786600 Facebook 1494787680 0 

1494788760 Instagram 1494789300 0 

1494789600 Instagram 1494790620 0 

a A User Response of 0 indicates the removal of the notification, 

while a value of 1 signifies that the notification was actively engaged 

with, specifically through clicking 
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Table 2 The final set of features after the preparation and selection 

of features (AppGroup refers to Application Category, NPD refers to 

Notification Posted Day, NPTD refers to Notification Posted Time of 

Day (i.e. Morning, Afternoon), URD refers to User Response Day, 

URTD refers to User Response Time of the Day, URPT refers to User 

Response Time towards the notification, NPT refers to Notification 

posted time, User Delay refers to Delay from the posting time to reac- 

tion time and finally UserResponse refers to either user clicked the 

notification or remove the notification 

 

AppGroup NPD NPTD URD URTD URPT NPT UserDelay User 

        response 

2 6 5 6 5 18.07 17.11 0.96 1 

2 6 5 6 5 18.11 18.07 0.039 1 

2 6 5 6 5 18.11 18.07 0.039 0 

7 6 5 6 5 18.28 18.23 0.05 1 

2 6 5 6 5 18.28 18.23 0.05 1 

3 6 5 6 5 18.28 18.23 0.05 0 

 

declined the notification, a process that was systematically 

recorded using Algorithm 1. 

The data presented in Table 1 serves as a valuable 

resource for gaining insight into the notifications received 

by study participants. This dataset is pivotal for facilitating 

in-depth analysis and interpretation of the study’s findings 

(Table 2). 

3.5 Data preprocessing 

 
The dataset utilised for this investigation comprised data 

from 20 individuals, as opposed to the initially intended 24 

participants, due to the fact that four participants withdrew 

from the study and failed to furnish any relevant data. The 

data collected in this study was grouped by application using 

a keyword-based method, whereby the notification title was 

used as the primary keyword. As a result of this approach, 

various categories of applications were identified: 

 

1. Health 

2. Personal 

3. Social 

4. Work 

5. Entertainment 

6. System 

7. Other 

 

The categorisation of the applications was determined by 

referring to the categories provided by the Google Play 

Store. Additionally, to further refine the Personal Apps cat- 

egory, input was solicited from study participants on which 

specific apps they considered to be personal in nature. Based 

on this feedback, the apps Phone, Messages, and Whatsapp 

were ultimately included in the Personal Apps category. 

The categorization of applications into distinct app 

groups was a critical component of the methodology, as it 

enabled the analysis of how notification source impacts user 

engagement. Specifically, by calculating the click-through 

rate for each app group, defined as the proportion of notifica- 

tions received that were actively clicked by users, variability 

in notification success across sources could be quantitatively 

examined. The app group categorization provided the foun- 

dation for this analysis by dividing notifications into rel- 

evant sources. Visualizing the click-through rates for each 

resulting app group in graphical form then facilitates clear 

comparison of how different notification sources influence 

user behavior. This analysis, presented visually rather than 

through statistical hypothesis testing, serves as a key contri- 

bution by elucidating the relationship between notification 

source and success. Examining this phenomenon is impera- 

tive for comprehending what drives user engagement with 

notifications in real-world contexts. The outcomes of this 

examination across the defined app groups are detailed in 

the subsequent Sect. 4. 

The goal was to first describe how the app groups were 

defined, then transition into how analyzing click-through 

rates by these groups enables investigating the relationship 

between source and success. 

 

3.5.1 Feature extraction and selection 

 

We derived four novel features from the NotificationPosted- 

Time and UserResponseTime data. These features include: 

 

1. Notification posted day (NPD), 

2. User response day (URD), 

3. Notification posted time of the day (NPTD), and 

4. User response time of the day (URPTD). 

 

These new features played a crucial role in conducting a 

more comprehensive analysis of the collected data. 

To enhance the granularity of our analysis, we divided the 

NPTD and URPTD features into six distinct time categories 

throughout the day: 
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1. Late night, 

2. Early morning, 

3. Morning, 

4. Noon, 

5. Evening, and 

6. Night. 

 

This division allowed us to gain deeper insights into the 

patterns of mobile phone usage among participants. Addi- 

tionally, we transformed the NPD and URD features into 

weekday numbers (e.g., Monday) to enable the potential for 

independent predictions in the future, irrespective of the spe- 

cific date on which the data was originally collected. This 

approach enhances the generalizability and applicability of 

our findings. 

The utilization of these derived features greatly enriched 

our dataset and contributed to a more comprehensive analy- 

sis of notification-related behaviors. For reference, please 

see Table 1. 

 

3.5.2 Class imbalance 

 

The presence of class imbalance within a dataset can have 

substantial implications for the accuracy and reliability 

of resulting predictions. In particular, a pronounced class 

imbalance in the training dataset can lead to reduced 

precision and recall for minority classes during testing 

(Mazurowski et al. 2008). Moreover, the choice of evalu- 

ation metric can yield deceptive outcomes in the presence 

of class imbalance. For example, a straightforward accu- 

racy metric, computed as the ratio of correct to incorrect 

predictions, may exhibit bias due to class imbalance. Con- 

sequently, high accuracy values for majority classes may 

be achieved independently of the performance of minority 

classes, which holds lesser statistical significance. 

To mitigate the adverse effects of class imbalance, vari- 

ous techniques can be employed. One such method is the 

Synthetic Minority Oversampling Technique (SMOTE) 

(Chawla et al. 2002), which functions by generating new 

samples through the synthesis of variations from existing 

samples. This approach serves to rebalance the class distri- 

bution, thereby enhancing the classifier’s performance on 

the minority class. 

The implementation of these strategies is crucial to 

ensure that predictive models are both accurate and equita- 

ble in their treatment of minority classes. For further details, 

please refer to the citations (Mazurowski et al. 2008) and 

Chawla et al. (2002). 

 

 

3.6 Clustering 

 
One of the objectives was to determine the presence of dis- 

tinct clusters within the dataset based on various features. 

 

 
 

Fig. 2 Data from App Data: the X-axis represents the Notification 

posted hour and the Y-axis represents the Notification reaction hour. 

The color of the point represents the application clicked or ignored. It 

is interesting to note that when a user ignores a notification, they usu- 

ally do not do so immediately 
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Clear evidence of clustering emerged through iterative trials 

across these features, as elaborated in Sect. 4.2. 

The dimensionality reduction technique t-SNE was uti- 

lized to achieve this aim. t-SNE is widely acknowledged 

for visualizing high-dimensional data exhibiting inherent 

structure like clusters. 

The algorithm transforms high-dimensional data into a 

lower-dimensional representation, typically 2–3 dimensions, 

while optimally preserving relative data point distances. 

This enables visualizing patterns not readily apparent in 

higher dimensions. 

In summary, t-SNE afforded critical reduction of the noti- 

fication dataset into lower dimensions that surfaced under- 

lying clusters undetectable in the native high-dimensional 

space. By leveraging this technique, intrinsic data structure 

was unveiled, laying the groundwork for targeted analysis 

of relationships between key features. The emergence of 

clusters facilitated nuanced investigation of research ques- 

tions surrounding notification categories, timing, and user 

behavior (Fig. 2). 

3.7 Classification 

 
In order to classify notification acceptance, we conducted 

an empirical comparison of several standard classification 

techniques. We employed fourteen widely used classifiers 

on the dataset, including ensemble-based methods, linear 

classifiers, nonlinear classifiers, boosting algorithms, non- 

parametric methods, probability machine learning, neural 

networks, and stochastic approaches. As part of the ensem- 

ble-based learning approach, we used RFs (RF) (Breiman 

2001), which combines multiple decision trees to form a 

forest and improve the overall accuracy and robustness of 

the model. Extra Trees (ET) (Geurts et al. 2006) is an exten- 

sion of RF that randomly samples the feature space at each 

split, leading to more decorrelated trees. Decision Trees 

(DT) (Myles et al. 2004) are a simple yet powerful method 

for classification based on a single decision tree. For linear 

classifiers, we used Logistic Regression (LR) (Hastie et al. 

2001), which models the relationship between a depend- 

ent variable and one or more independent variables using 

a logistic function. Support Vector Machines with Radial 

Basis Functions kernels (SVM) (Vapnik 1995) is a nonlinear 

classifier that uses the concept of decision boundaries to 

separate different classes. 

Gradient Boosting (Natekin and Knoll 2013) is a boosting 

algorithm that improves the accuracy of weak models by 

combining multiple models. K nearest neighbour (Cover and 

Hart 1967) is a non-parametric, supervised learning classi- 

fier that uses the concept of distance-based classification. 

Naive Bayes algorithm (NB) is a probability machine learn- 

ing technique that can be applied to a variety of classification 

functions. An extension to the Naive Bayes algorithm is the 

Gaussian Bayes algorithm (GNB). Neural Network is a 

layer-based approach that uses artificial neural networks to 

model complex relationships between inputs and outputs. 

Quadratic Discriminant Analysis (QDA) (using Bayes’rule 

and fitted class conditional densities) generates a quadratic 

decision boundary, with each class fitted with a Gaussian 

density. SGDClassifier is a stochastic approach that uses 

gradient descent to optimize the parameters of a model. As 

a machine learning library for gradient-boosted decision 

trees (GBDT), XGBoost (Shwartz-Ziv and Armon 2022) 

is widely used on tabular datasets and provides parallel tree 

boosting. We were interested in investigating how XGBoost 

would perform on this dataset, as it is also an industry-lead- 

ing machine learning library for regression, classification, 

and ranking problems. We conducted an empirical compari- 

son of a wide range of classification techniques based on a 

variety of problem settings, and a total of 14 widely used 

classifiers from a variety of domains were examined. 

 

4 Results and discussion 

In this section, we undertake a rigorous examination of the 

dataset obtained from surveys and notifications, partitioning 

the analysis into three distinct components. 

Firstly, we delve into the survey data to comprehend 

participants’ perceptions and attitudes toward notifications. 

Employing a diverse array of statistical techniques, including 

descriptive statistics, inferential statistics, and visualization 

methods, we seek to uncover discernible patterns and trends 

within the dataset. The overarching aim of this analysis is to 

provide valuable insights into how participants perceive and 

engage with notifications. 

Secondly, we conduct an in-depth analysis of the noti- 

fication data to unveil inherent patterns and relationships 

within the dataset. This phase of analysis involves a range 

of techniques, including data preprocessing, feature extrac- 

tion, dimensionality reduction, and visualization methods. 

Our objective here is to illuminate the patterns and trends 

governing the usage and responses to notifications by 

participants. 

Lastly, we assess the performance of various machine 

learning models applied to the dataset and present the results 

of these evaluations. These models are rigorously trained 

and tested on the data, with their performance evaluated 

using established metrics such as accuracy, precision, recall, 

and F1-score. The primary purpose of this analysis is to 

identify the most effective models for classifying the data, 

shedding light on the latent data patterns and relationships 

effectively captured by these models. 
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Fig. 3 Data from Survey: results form a questionnaire requesting responses on a Likert scale is shown on the X-axis, and questions are shown on 

the Y-axis 
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Fig. 4 Data from Survey: Responses to the question that what day 

do they feel more bored. X-axis represents the day of the week and 

Y-axis represents the total number of responses 

 

4.1 Survey 

 
The present study aimed to investigate the behaviour of 

mobile phone users when experiencing boredom. A total of 

106 participants were recruited for the survey, which aimed 

to identify the activities that individuals engage in to pass 

the time when bored. The results of the survey, as illustrated 

in Fig. 3, revealed that the majority of participants reported 

using social apps as a means of combating boredom. Addi- 

tionally, a significant proportion of respondents indicated 

that they engage in activities such as playing games or 

Fig. 5 Data from survey: the X-axis shows frequency of responses, 

while the Y-axis shows time of day. During certain times of the day 

such as (Afternoon, Evening, and Night), users are more likely to feel 

bored 

 

 

listening to music, as well as viewing notifications, when 

experiencing boredom or having free time. 

This study was conducted with the primary objective of 

examining the behavior of mobile phone users in the con- 

text of experiencing boredom. Furthermore, a substantial 

proportion of respondents reported engaging in activities 

such as playing games, listening to music, and attending 

to notifications, particularly when experiencing boredom or 

during leisure time. 
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Fig. 6 The X-axis represents the day of the week and the Y-axis represents the user delay toward the notification in minutes. The user delay 

toward the notification is shorter on weekends than on weekdays 

 

 

 

 

Fig. 7 The X-axis represents the name of the application and the Y-axis represents the number of notifications. The colour of the graph repre- 

sents the group of the application. The most notifications were sent by the social application group and the personal application group 
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Fig. 8 The left side of the figure represents clicked notifications and the right side represents ignored or removed notifications. The X-axis repre- 

sents the application group and the Y-axis represents the average user delay towards the notification in minutes 

 

One intriguing implication derived from the survey find- 

ings is the potential for mobile phone notifications to be 

intelligently designed to detect user boredom and deliver 

notifications accordingly. Additionally, the results under- 

score that respondents were less inclined to utilize their 

mobile phones for direct communication (e.g., calling or 

texting) when experiencing boredom, highlighting the pref- 

erence for social and entertainment applications during 

breaks or leisure periods. 

Furthermore, this study revealed that the day of the week 

and time of day play a noteworthy role in determining user 

availability and susceptibility to boredom. Figure 4 illus- 

trates a higher incidence of reported boredom on weekends, 

which may be linked to increased free time or reduced daily 

activities. Moreover, as demonstrated in Fig. 5, users tend 

to experience more pronounced episodes of boredom in the 

afternoon and evening, with a notable surge in boredom 

occurrences after 12 pm. 

In summary, these findings suggest that the nature of 

mobile phone users’ responses to boredom is influenced 

significantly by their application preferences. Furthermore, 

the effectiveness of notifications may hinge on their timing, 

with user receptivity varying according to the time of day 

and day of the week. 

4.2 Notification data analysis 

 
This study was conducted with the overarching goal of delv- 

ing deeper into patterns and relationships within a dataset 

pertaining to notifications. To achieve this objective, we 

employed a dimensionality reduction technique known for its 

ability to facilitate data visualization in a two-dimensional 

space, as previously established in the literature (Van der 

Maaten and Hinton 2008). This technique enabled us to gain 

a visual perspective on the dataset’s intricate structures. 

Twenty-four participants were initially recruited for this 

study, with complete data provided by 20 of them, forming 

the basis of our analysis. 

Our survey data revealed a notable trend: participants 

often reported feelings of boredom during the weekend. This 

observation led us to hypothesize that response times to noti- 

fications might exhibit corresponding variations during these 

periods. Our analysis substantiated this hypothesis, high- 

lighting significantly shorter response times to notifications 

on weekends compared to weekdays (as depicted in Fig. 6). 

Another noteworthy insight emerged from our survey 

data, emphasizing the variability in user attention across dif- 

ferent application groups (Fig. 7). Our analysis demonstrated 

that response times to notifications were influenced by the 
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Fig. 9 Comparison of visualisation of the data in a two-dimensional 

space using t-SNE dimensionality reduction. The left side of the fig- 

ure depicts the clusters formed by the notification posted day with the 

scale ranging from 0 to 6 indicating the day of the week (Monday as 

0, Tuesday as 1), while the right side of the figure depicts the clus- 

ters formed by the notification posted time of the day with the scale 

ranging from 0 to 6 indicating time of the day (Late Night as 1, Early 

Morning as 1) 

 

 

 
 

Fig. 10 Comparison of Visualisation of the data in a two-dimensional 

space using t-SNE dimensionality reduction. The left side of the fig- 

ure depicts the clusters formed by the notification reaction day, while 

the right side of the figure depicts the clusters formed by the notifica- 

tion reaction time of the day 
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Fig. 11 The X-axis of the graph represents the names of the features under consideration, while the Y-axis depicts the corresponding values for 

feature importance, as computed through the implementation of the Boruta algorithm 

 

 

Fig. 12 The X-axis of the plot displays the names of the classifiers 

used in the analysis. Each group of four box plots corresponds to a 

single classifier, with each individual box plot labeled accordingly. 

The color scheme used in the plot is as follows: the green box plot 

represents the f1-score, the yellow box plot corresponds to recall, the 

purple box plot represents accuracy, and the red box plot is associated 

with precision. The Y-axis denotes the values of the respective clas- 

sification scores 

 

source of the notification. As illustrated in Fig. 8, discern- 

ible differences in delay times were observed depending on 

whether users engaged with the notification (by clicking or 

viewing) or chose to ignore it. Within our dataset, health 

apps garnered the shortest delay when the notification was 

engaged with, followed by work apps, personal apps, and 

social apps, in that order. Remarkably, system app notifica- 

tions were not engaged with by any of our study participants. 

Regarding notification frequency, WhatsApp and Mes- 

sages emerged as the leading applications in terms of 

sending notifications. The 91% of notifications originated 

from the Social and Personal app groups, as evidenced by 

Fig. 7. 

Additionally, our analysis unveiled an intriguing find- 

ing: the time of day at which notifications were posted 

formed more distinct clusters compared to the day of the 

week on which notifications were sent, as depicted in 

Fig. 9. A similar pattern emerged concerning the time of 

day when users responded to notifications, compared to 

the day of the week when the responses were received, as 
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shown in Fig. 10. These findings suggest that user interac- 

tions with notifications are influenced by specific temporal 

patterns. 

In summary, our study yields valuable insights into user 

interaction patterns with various application notifications. 

The weekend, characterized by reported feelings of bore- 

dom, was associated with significantly shorter response 

times to notifications, suggesting heightened user engage- 

ment during these periods. Notably, user attention exhibited 

variability across different application groups, with health 

apps receiving the swiftest responses. The prevalence of 

notifications from WhatsApp and Messages, along with the 

Social and Personal app groups, underscores their substan- 

tial contributions to users’ notification influx. Furthermore, 

our findings emphasize the potential importance of time of 

day in shaping user interaction with notifications, surpassing 

the significance of the day of the week. This understand- 

ing of user behavior can serve as a foundation for refining 

notification delivery strategies, ultimately enhancing user 

engagement and satisfaction. 

4.3 Classification results 

 
This study endeavors to address a binary classification prob- 

lem by deploying a diverse array of algorithms, establishing 

performance benchmarks. In particular, we harnessed the 

scikit-learn implementations of 14 algorithms, as elaborated 

by Pedregosa et al. (2011). These algorithms were rigorously 

applied to a dataset that underwent meticulous preprocess- 

ing and feature extraction, resulting in the utilization of a 

concise set of eight features. 

Our dataset initially exhibited an imbalance between the 

positive 60.26% and negative 39.74% classes. To rectify this 

class imbalance, we employed the Synthetic Minority Over- 

sampling Technique (SMOTE), as elucidated in Sect. 3.5.2. 

Additionally, we conducted feature ranking using the Boruta 

algorithm, which operates as a wrapper around a Random 

Forest (RF) classification algorithm, as introduced by Kursa 

and Rudnicki (2010). Notably, based on Boruta’s feature 

ranking analysis, the ‘AppGroup’ feature emerged as the 

most influential, followed by ‘User Delay,’ ‘User Response 

Time,’ ‘Notification posted time,’ and the ‘Details of the 

feature.’ Comprehensive details of the feature rankings are 

available in Fig. 11. 

To facilitate the comparative evaluation of model per- 

formance, we assessed the F1, precision, recall, and accu- 

racy scores achieved by each model on a reserved test set. 

As showcased in Fig. 12, our results highlight the Random 

Forest (RF) model as the top performer, closely followed 

by the XGBoost model, which exhibited a slightly higher 

precision score. In contrast, the Stochastic Gradient Descent 

(SGDClassifier) model demonstrated the least favorable 

performance. 

This paper contributes insights into the contemporary 

challenges associated with notification management systems, 

emphasizing the potential of detecting user boredom as a 

means to address the issue of notification overload. While 

our study primarily focuses on boredom as a primary factor, 

it is pertinent to acknowledge the potential for expansion to 

encompass a broader spectrum of psychological contexts 

and leverage advanced deep learning techniques. Our analy- 

sis of key features and the evaluation of machine learning 

algorithms underscore the efficacy of these methodologies 

in addressing binary classification problems in the domain 

of notifications. It is imperative, however, to confront chal- 

lenges like class imbalance and feature significance, as aptly 

addressed through techniques such as SMOTE and feature 

ranking. 

Our findings prominently underscore the promising 

performance of the Random Forest and XGBoost models 

in this dataset, positioning them as robust candidates for 

future notification management systems. Nevertheless, the 

potential of these models could be further harnessed by 

extending their scope beyond boredom to encompass a more 

comprehensive understanding of user context. In summary, 

our preliminary investigation accentuates the potential of 

machine learning techniques in crafting intelligent notifica- 

tion systems attuned to user states. However, it is incumbent 

upon future research to explore broader psychological con- 

structs beyond boredom. Our findings lay the groundwork 

for forthcoming endeavors, seeking to amalgamate rich user 

context and advanced algorithms, thus advancing the trajec- 

tory towards more sophisticated interruption management 

systems designed to alleviate notification overload. 

 

 

5 Conclusion and future work 

In this study, we conducted in-the-wild data collection 

involving 20 volunteers over a duration of up to 10 days 

using a custom-built Android application, SN, from which 

we gathered 2265 notifications. Our key findings illuminate 

that notifications derived from health, personal, and social 

apps exhibit the highest engagement levels. Nonetheless, as 

delineated in Fig. 8, it is evident that a significant proportion 

of notifications were deemed either irrelevant or distracting, 

thereby interfering with the users’ tasks and diminishing 
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their efficiency. Such repeated disruptions, we hypothesize, 

could exacerbate the mental load of users, thereby further 

degrading their productivity. 

Our investigation into the optimum time for notification 

delivery, presented in Fig. 2, suggests that user delay in 

response to notifications noticeably drops after 12 pm, as 

compared to earlier times in the day. Interestingly, the impact 

of the day of the week on user delay is also non-negligible, 

with Fig. 6 demonstrating lower user delays on weekends 

than on weekdays. 

We also endeavored to discern the critical features of a 

notification management system. Utilizing the Boruta algo- 

rithm (Kursa and Rudnicki 2010) as a wrapper for the RF 

classification algorithm, we identified ‘AppGroup’ as the 

most consequential feature, followed by ‘User Delay’, ‘User 

Response Time’, ‘Notification posted time’, and other feature 

details, as showcased in Fig. 11. 

To assess various classification models’ efficacy, we com- 

pared their F1, precision, recall, and accuracy scores using 

a held-back test set. As per the results displayed in Fig. 12, 

the RF model outperformed other models, with the XGBoost 

model trailing slightly behind, albeit exhibiting marginally 

superior precision. However, the SGDClassifier model dis- 

played subpar performance. 

In conclusion, the present study underscores the need to 

factor in both psychological and situational contexts while 

developing an effective notification management system. 

Future work will seek to incorporate phone event data, 

including battery life, phone usage, and sensor data from 

the accelerometer and gyroscope, to refine the behavioral 

model’s accuracy further. In addition, we envisage employ- 

ing a machine learning model to identify the optimal times 

for delivering notifications or interrupting users. Moreover, 

we recommend designing notification management systems 

to prioritize notifications and only interrupt users upon 

reaching specific “break points”. 

 

Appendix: Survey questions 

This appendix presents a comprehensive account of the sur- 

vey questionnaire and the corresponding options offered to 

the participants in response to the queries posed (Table 3). 

 

 

 

 

 

Table 3 Survey questions 
 

Question Answer 
 

 

Do you agree with the statement that you use mobile phone other than 

communication purpose when you get bored 

Strongly Agree, Agree, Neutral, Disagree, and Strongly Disagree 

When are you more likely to get bored Weekend, Weekday, and Both 

What time of day are you likely to feel bored Morning (Timing 06:00 AM–11:59 AM), Afternoon (Timing 12:00 

PM–5:59 PM), Evening (Timing 06:00 PM–08:59 PM), Night 

(Timing 09:00 PM–11:59 ), and Late Night (Timing After 12 PM) 

To which extend do you agree with the following statements when you get 

bored. Use of gallery when you get bored? 

To which extend do you agree with the following statements when you get 

bored. Remove notifications or see notifications from notification centre? 

To which extend do you agree with the following statements when you get 

bored. Play Games or listen to music? 

To which extend do you agree with the following statements when you get 

bored. Use Facebook, Instagram etc 

To which extend do you agree with the following statements when you get 

bored. Call or text a friend 

To which extend do you agree with the following statements when you get 

bored. Memory cleaning (deleting images, songs or text) when you get 

bored or nothing to do 

Strongly Agree, Agree, Neutral, Disagree, and Strongly Disagree 

Strongly Agree, Agree, Neutral, Disagree, and Strongly Disagree 

Strongly Agree, Agree, Neutral, Disagree, and Strongly Disagree 

Strongly Agree, Agree, Neutral, Disagree, and Strongly Disagree 

Strongly Agree, Agree, Neutral, Disagree, and Strongly Disagree 

Strongly Agree, Agree, Neutral, Disagree, and Strongly Disagree 
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