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Abstract—Recently, Through-Silicon-Via (TSV) has been more popular to provide faster inter-layer communication in three-dimensional Networks-on-Chip (3D NoCs). However, the area overhead of TSVs reduces wafer utilization and yield which impact design of 3D architectures using a large number of TSVs such as homogeneous 3D NoCs topologies. Also, 3D routers require more memory and thus they are more power hungry than conventional 2D routers. Alternatively, hybrid 3D NoCs combine both the area and performance benefits of 2D and 3D router architectures by using a limited number of TSVs. Existing hybrid architectures suffer from higher packet delays as they do not consider the dynamic communication patterns of different application and their NoC resource usage. We propose a novel algorithm to systematically generate hybrid 3D NoC topologies for a given application such that the vertical connections are minimized while the NoC performance is not sacrificed. The proposed algorithm analyses the target application and generates hybrid architectures by efficiently redistributing the vertical links and buffer spaces based on their utilizations. Furthermore, the algorithm has been evaluated with synthetic and various real-world traffic patterns. Experimental results show that the proposed algorithm generates optimized architectures with lower energy consumption and a significant reduction in packet delay compared to the existing solutions.
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1 INTRODUCTION

Three-dimensional Networks-on-Chip (3D NoC) has emerged as a promising technology that maintains the benefits of miniaturization by enabling higher integration density and enhancing system performance while providing a scalable communication platform for multi-core architectures [1].

Conventionally, homogeneous 3D NoCs have been employed for 3D-Integration where Through Silicon Vias (TSVs) have been used for interlayer communication [2]. Moreover, TSV manufacturing is an expensive and complicated process with high defect rates which causes poor yields [3], [4], [5]. Consequently, the homogeneous router distribution may lead to significant area overhead if applied to applications whose communication pattern vary significantly among embedded cores. To optimize the performance and manufacturing cost with minimal distortion to the modularity of 3D NoCs, hybrid architectures have been investigated to combine 2D and 3D routers in 3D NoCs [6]. Previous work on hybrid 3D NoCs has focused on different NoC router architectures, routing algorithm, minimal hop-count between 2D and 3D routers in each layer, and uniform distribution of 2D and 3D routers [6], [7], [8]. However, such hybrid combination in 3D NoC has not been exploited effectively, especially when we consider the vertical link utilization and buffer utilization of the target application. It might be argued that employing adaptive routing strategies would maximize bandwidth utilization. However this does not avoid underutilization in low traffic rates and also requires modification of the router architecture which may incur additional resources.

The main aim of this paper is to present a cost effective approach which systematically generates high performance 3D NoC architectures with minimum area and energy consumption by using limited number of vertical links based on link utilization along with distributing buffer spaces based on buffer utilization of the target application without introducing extra buffer or control resources. Additionally, this paper aims to facilitate design exploration of 3D NoC architectures with reduced number of TSVs to achieve optimized trade-off in terms of energy consumption and performance. Consequently, we present an evaluation of TSV variation based on the link utilization of target application to automatically generate low energy-high performance 3D NoC architectures. The paper is organized as follows: In Section 2, we present existing topologies and methodologies used for 3D NoC architectures. Section 3 introduces 3D NoC architecture characteristics as well as routing and mapping issues in inhomogeneous 3D NoCs. Section 4 presents a systematic approach to 3D NoC architecture generation. Section 5 evaluates the performance of generated architectures. Finally, the main findings are concluded in Section 6.

2 RELATED WORK

Future Systems-on-Chips (SoCs) will have more heterogeneous cores and components which will require tailored NoC topologies [9], [10], [11]. Furthermore, 3D routers in 3D NoCs require more interconnections and arbitration compared to 2D routers. With increase in number of ports, the crossbar power consumption and occupied area increases.
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significantly when 7 port symmetric 3D routers are used to replace conventional 2D routers [12]. Li et al proposed to replace the large 7 port symmetric 3D routers with 6 port NoC-Bus hybrid 3D routers introducing the Hybrid 3D NoC-Bus mesh architecture [13]. This architecture requires an addition arbiter per pillar to allow seamless integration of the Bus and NoC interface. Also, Xiangyu et al [14] have demonstrated that the area overhead of TSV increases with increase in number of 3D layers. Particularly, the area overhead of the TSV for a 4 layer 3D NoC with 5M gates can reach as high as 10%.

A study of the area and energy benefits of combining 2D and 3D routers in 3D mesh and torus topologies is presented in [8]. In their work, the placement of 3D routers does not consider the traffic load of the selected tile. These architectures will not perform well under high traffic conditions in different traffic patterns. Xu et al. [15] evaluated the impact of reducing the number of TSVs to half and quarter on the performance of 3D NoCs. Their proposed architectures, quarter/lo and half/lo (quarter/hi and half/hi), aim at generating 3D NoC with 2D routers placed as close to (far from) 3D routers as possible in each layer. These architectures suffer from uneven distribution of 3D routers and unpredictable delays for different applications. Similarly, 3D NoC architectures proposed in [6] do not consider the communication dynamics of applications. Wang et al. [16] used partition islands of routers to constitute regions for sharing the same TSV pad for interlayer communication controlled by serialization logic. However, serialization along the TSV bundle causes the average packet delay to increase exponentially as the number of routers per TSV bundle increases. Also genetic algorithm and simulation annealing employed in [16] for the placement of different TSV patterns in 3D NoCs have an exponential complexity with a large design exploration space. Mishra et al. [17] proposed a heterogeneous 2D NoC architecture, where some routers ports have more virtual channels with wider interconnect links than others. This approach involves repacketization at different NoC regions to enable routing along different link widths. Such routers suffer from large area and power consumption. Kumar et al. [18] proposed a buffer-sizing algorithm for NoCs, where the buffers are increased iteratively based on the NoC's behavior under simulation. However, due to the iterative approach, the runtime of the simulation increases significantly as the number of nodes in the NoC increases.

We propose a systematic approach to generate efficient 3D NoC architectures that anticipate performance of target applications by placing 3D routers at highly utilized vertical links. Moreover, the proposed method judiciously assigns more buffer resources to highly utilized channels in the routers while reducing that of lowly utilized ones without the use of virtual channel or the need for alteration of the routing algorithm. Unlike existing approaches, we generate simulation-driven optimized 3D NoC architectures with limited number of vertical links and optimized utilization of buffer spaces. Experiments conducted with both realistic and synthetic traffic patterns have demonstrated significant improvements in the performance when the proposed approach is applied to 3D NoCs with similar amount of resources (memory, 3D routers and links). Particularly, the consistent performance improvements obtained by applying a wide range of applications demonstrates that the proposed approach gives superior performance under varied applications though TSVs and Buffer space are statically redistributed and allocated.

3 3D NoC Architectures

Conventionally, 3D NoCs have smaller footprints and superior average packet latency compared to 2D NoCs even for an application with a small number of cores such as the Telecom benchmark [19], as shown in Figure 1(a). Contrary, Figure 1(b) shows that crossbars of 3D routers have much higher area and power consumption compared to that of 2D routers. We explore architectures that maximize the trade-off benefits between 2D and 3D routers in NoCs. Most real world applications such as the Telecom benchmark have unpredictable delays for different bandwidth requirements among inter-router links [21]. As a result, some links and buffers are highly utilized while others remain underutilized or redundant in such applications. This Section demonstrates that such utilization patterns even exist under uniform traffic patterns. Heterogeneous architectures tend to optimize the performance and manufacturing cost of 3D NoCs by using a limited number of TSVs. Existing hybrid 3D NoC architectures such as half/lo, quarter/lo, chess, xdiagonal and periphery enhance the performance of 3D NoCs by minimizing the average hop-count while evenly distributing 3D routers [6], [15]. However, we present an alternative approach to 3D NoC architecture generation that exploits the uneven resource utilization in NoCs.

3.1 Vertical Link Utilization

First, we investigate the link utilization of homogeneous 3D NoC under uniform traffic. Figure 2 shows that even under uniform traffic pattern where traffic is evenly distributed in 3D NoCs, some NoC resources are used more often than others. As can be seen in Figure 2(a), link utilization is higher at the center of the NoC than its corners. This is due to the nature of XYZ routing; central routers relay most of the traffic from different corners to their destinations. Adapting to the nature of XYZ routing; central routers relay most of the traffic from different corners to their destinations. Additionally, Figure 2(b) demonstrates a non-uniform vertical link usage despite the equal distribution of vertical links and uniformity of the traffic pattern. One might argue that utilizations of the links in Figures 2(a) and 2(b) should be
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similar. However in XYZ routing, most of the traffic is first routed in the same layer (X and Y directions), and then along the vertical links between the source and destination layers. Also, experimental analysis presented in [22] confirms that data transmission in 3D NoC exhibits a temporal characteristic that neighboring vertical links are rarely busy at the same time.

Placing TSVs at links that are highly utilized in homogeneous architecture mimics the original traffic pattern and causes less distortion to the NoC traffic in the TSV limited architecture. Hence, there is less risk of congestion under deterministic routing in such architectures as packets experience fewer changes in their paths and take shorter routes to their destinations. As confirmed in Figures 7 and 8, center inhomogeneous architecture which has TSVs placed at the central nodes have higher average packet latency and energy consumption compared to architectures with TSVs placed at highly utilized vertical links.

### 3.2 Buffer Utilization

In order to exploit resources more efficiently, buffer utilizations of all router channels in the 3D NoC have been analyzed. Figure 3 demonstrates that congestion is more likely in the center of the mesh where there is more traffic in homogeneous 3D mesh under XYZ routing. Also, routers in the corners of the mesh have low utilization while the center routers are highly utilized and the remaining peripheral routers have intermediate buffer utilization. Similarly, exchange of traffic between top and bottom layers cause high buffer utilizations in the middle layers. However, the pattern of resource utilization differs for different NoC topologies and traffic patterns [17].

In wormhole routing, packets have to wait in the input buffer of the router if the corresponding output buffer is full. Under high traffic conditions, the waiting time of packets can be longer which may cause the input buffers to be full. These conditions lead to hot spot regions and congestion in the network. One way of resolving this is to use more complex routing algorithms to reroute packets based on the available buffer resources. However, this requires extra routing logic and lead to high area overheads. Also, our analyses show that some routers have higher buffer utilizations than others even under uniform traffic pattern. Moreover, according to [23], buffers consume over 50% of the dynamic power consumption of the routers. An efficient redistribution of buffers in 3D NoCs will further increase the performance of NoCs without introducing virtual channels or repacketization while maintaining the same amount of buffer space.

### 3.3 Problem Formulation

In order to design a systematic flow for generating optimized 3D NoC architectures that considers the traffic flow and the employed routing strategy, we must first define the parameters [24] used in our proposed approach.

**Definition 1.** Vertical Link Utilization (VLU) is a direct measure of workload on a vertical link $i$ in a homogeneous 3D mesh for a simulation sampling period $T$ which is defined as:

$$ VLU_i = \frac{\sum_{t=1}^{T} A(t)}{T}, 0 \leq VLU_i \leq 1 $$

where,

$$ A(t) = \begin{cases} 1 & \text{if traffic passes } i \text{ in cycle } t \\ 0 & \text{if no traffic passes } i \text{ in cycle } t \end{cases} $$

**Definition 2.** Buffer utilization (BU) of a given port $p$ is defined as:

$$ BU_p = \frac{\sum_{t=1}^{T} \left( \frac{BU_p(t)}{B} \right)}{T}, 0 \leq BU_p \leq 1 $$


where, \( b(t) \) is buffer space occupied at time \( t \) and \( B \) is the total buffer space.

Hence for a given router \( R_{\text{node}} \), the total buffer utilization, \( BU_e \) in a given simulation sampling period \( T \) is given by:

\[
BU_e = \prod_{i=1}^{P} BU_i
\]  

(4)

where, \( P \) is the total number of ports available at router \( R_{\text{node}} \) and \( BU_i \) is the buffer utilization of port \( i \).

**Definition 3.** A path allocation table (PAT) is a routing table for each node in a searching tree, which records paths of the application traffic among its occupied tiles.

**Definition 4.** Priority queue (PQ) of a core\(_n\) arranges all other cores in the 3D NoC in their ascending order based on a product of their bit energy\(^5\) and Manhattan distance from \( \text{core}_n \) considering their routing path defined in their PAT relative to \( \text{core}_n \).

PAT ensures the cores with minimum cost, which is a direct measure of hop-count, relative to the node under consideration are arranged first. In order to generate an optimized 3D NoC architecture with uneven buffer distribution and a total of \( N_{\text{3D}} \) 3D routers for a given application, we exploit the average \( \text{VLU} \) across all layers to generate 3D NoC architecture with limited vertical link pillars. Our next goal is to enhance the performance of such architectures while reducing the area occupied by the buffer spaces by using routers with uneven buffer spaces based on the \( BU_e \) of the routers. To achieve this, it is necessary to implement efficient routing algorithms for packet flow path in hybrid 3D NoCs. Additionally, a 3D NoC mapping tool must be used to efficiently assign cores of real world applications.

### 3.4 Routing

One of the main contribution factors of NoC performance is the routing algorithm used to control traffic paths. We investigate our proposed methodology under both static and adaptive routing algorithms. Static routing uses a simple dimension-order deterministic routing algorithm. The determined route is a fixed route regardless of the dynamic nature of the network. Thus, all packets generated at source node and destined for a particular node at a different layer are forwarded to a predetermined 3D router. For intra-layer routing, we adopt simple XY routing between source and destination nodes. However, if source and destination nodes are in different layers, packets are forwarded along a 3D router that provides the shortest Manhattan distance between the source and destination nodes. Various adaptive routing techniques for TSV limited 3D NoCs have been proposed and proved to be deadlock and livelock free [7]. In addition, we perform our analysis under an efficient deadlock free adaptive routing algorithm (Buff_NVH)\(^{[7]}\).

### 3.5 Performance and Energy Aware Mapping

To investigate the performance of 3D NoC architectures generated by the proposed approach in realistic applications, it is necessary to utilize an efficient mapping tool. Branch-and-bound has been extensively used as an optimal mapping algorithm for most studies in 2D NoCs \([25], [26]\). For a given NoC architecture, the algorithm efficiently steps through a searching tree which serves as a representation of the solution space while using heuristics to trim candidates that do not meet the desired design constraints. Consequently, we have extended the branch-and-bound technique for energy-aware mapping in 3D-NoCs with regular tile sizes which have a more complex searching tree compared to the 2D NoCs. Figure 4 shows an example of a searching tree for the 2x2x2 3D NoC (shown on the top right corner of the figure). For simplicity, we assume that nodes 6 and 7 are left unoccupied leaving a total of 6 cores to be mapped. At the top of the tree is the root node which represents the state where no core has been mapped. Whereas a leaf node represents a completely mapped core and an internal node represents a partial mapping. A Path Allocation Table (PAT) is assigned to each node to record the routing path for communication traffic among its occupied tiles. The mapping algorithm automatically generates a PAT for each node. Also the PAT of each parent node is automatically inherited by each newly generated child node. The newly mapped nodes are assigned a routing path and added to the existing PAT. To ensure deadlock freedom and compatibility of the algorithm in hybrid architectures, routing algorithms described in Section 3.4 are employed to generate PAT for each node. Algorithm 1 describes the branch and bound algorithm used for energy and performance aware mapping of cores in 3D NoCs. The initialization phase arranges the cores by their communication volume in their descending order. Next the core with the highest inbound and outbound communication volume is greedily mapped unto the first tile on the layer closest to the heat-sink. This helps to reduce the size of the search tree and also reduces the energy consumption in the mapped application. Thus, this stage selects an unmapped core, assigns it to a tile and remuneratively assigns the remaining unmapped cores. A Priority Queue (PQ) is used to arrange the cores to be branched based on their cost in ascending order. Stepping through PQ in the ascending order to generate child nodes for a core during the branching process will likely decrease the minimum upper bound cost (UBC) to help detect non-promising mapping easily. The UBC \([25]\) is a value that is no less than the minimum cost of its legal descendant leaf node. However, a lower bound cost (LBC) of a core is

---

1. Bit energy here refers to the total bit energy of the routers and links from \( \text{core}_n \) to the other core nodes.
Algorithm 1. Pseudocode of 3D mapping algorithm

Initialization Phase:
sort the cores by communication volume
root.node = new nodeNULL
MinimumUBC = +1, bestMappingCost += 1
PQ.Insert(root.node)

Routing Phase:
while (PQ.Empty()) do
  current.node = PQ.Next()
  for each unoccupied tile t do
    generate a child node core\textsubscript{new}
    allocate routing paths
    if core\textsubscript{new}.mirror node exists in the PQ then
      continue
    end if
    if core\textsubscript{new}.LBC < MinimumUBC then
      if core\textsubscript{new}.isLeafNode then
        if core\textsubscript{new}.cost < bestmapping.cost then
          bestmapping.cost = core\textsubscript{new}.cost
          bestmapping = core\textsubscript{new}
        end if
      else
        if core\textsubscript{new}.UBC < MinimumUBC then
          MinimumUBC = core\textsubscript{new}.UBC
          PQ.insert(new)
        end if
      end if
    else
      break
    end if
  end for
end while

the lowest cost that its descendant leaf nodes can possibly achieve. Both the UBC and LBC are used in generating leaf nodes that give the best possible cost values. Here, the cost of a node to be mapped (core\textsubscript{new}.cost) is the product of the Manhattan distance and energy consumed by the communication among the node and the tiles that have already been mapped. A core is rejected as a child node if its LBC is higher than the lowest UBC that has been found so far in the searching tree, since other leaf nodes will certainly lead to a better solution. If more than one leaf node is generated as a possible solution, the leaf node with the minimum energy consumption is selected as the best mapping solution. As Branch-and-Bound employs searching trees in finding solutions, the complexity of the mapping problem in Algorithm 1 increases exponentially with the number of variables [27], [28]. However, the proposed technique efficiently generates inhomogeneous 3D NoC architectures for a given mapped application.

4 AUTOMATIC GENERATION OF OPTIMIZED 3D NOC ARCHITECTURES

First, we propose efficient 3D NoCs with minimal TSV by considering the vertical link usage of the target traffic pattern. Secondly, we increase the performance of the architectures by introducing uneven buffer distribution in the architecture based on the buffer utilization of the target application under the TSV reduced generated architecture. Figure 5 simplifies the design flow of our proposed approach for optimized 3D NoC architecture generation. The application specifications and design constraints are taken as inputs. The communication data rate between embedded cores is specified in the application specification. For a realistic application, the application specification includes the cores and their associated tiles. Also 3D NoC size, total number of 3D and 2D routers expected in the final NoC architecture are taken as inputs. NoC models including 2D and 3D routers and links characterized with area, energy and frequency based on the target technology are taken as inputs. The design flow involves two main stages:

Stage 1: With the specified parameters, a full system simulation is performed to generate the average vertical link utilization in homogeneous 3D NoC. This information is used to generate TSV reduced architectures where vertical links placed at highly utilized vertical links.

Stage 2: A further simulation is carried out with the newly generated NoC architecture to analyze the average buffer utilization in the router channels. An optimized 3D NoC architecture is then generated by resizing buffer spaces based on the buffer utilization.

The initial stage exploits the vertical link utilization of the given application in the simulated homogeneous 3D NoC to generate an energy efficient 3D NoC architecture. This is achieved by placing a designer specified number of 3D routers at the nodes with highly utilized vertical links. For a given \( x, y \) coordinate in a layer, the average vertical link utilization across all layers of the 3D NoC is collected. Hence, to maintain the regularity of the NoC while reducing the average hop-count, a vertical pillar is created by placing 3D routers at the same \( x \), \( y \) coordinates in each layer for the nodes with high vertical link utilizations under the given constraint.

After stage 1, traffic redirection due to irregularity under either adaptive or static routing will cause further uneven buffer utilization. Thus leading to stage two, which evaluates the dynamics of buffer usage in the channels of the newly generated architecture and generates an optimized architecture. It should be noted that channels with more buffer spaces are generated by borrowing buffer spaces from other channels with low buffer utilization. Hence, in this paper, the total buffer space is kept constant without
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sacrificing the performance of the NoC\textsuperscript{2}. Also, a threshold determined by application profiling is used to determine the maximum and minimum buffer space allowed per channel. Without loss of generality, the minimum buffer at each port is determined by \cite{18}:

\begin{equation}
\left| B \right| < BU_i
\end{equation}

given that one hop requires only one clock cycle and \( B_i \) is the buffer size of port \( i \). The maximum buffer space is constrained by total available buffer space given by the user. The derived parameters are then employed to redistribute the buffer spaces as detailed in Algorithm 2. The algorithm of a 3D NoC with uniform buffer distribution. It is obvious that some applications have unpredictable characteristics at run-time. However, our methodology focuses on most embedded applications, e.g. wireless and mobile applications which have regular communication patterns that can be profiled at design time \cite{29}. Figure 6 shows an example of the placement of 3D routers in High25, High50 and High75 \( 4\rightarrow 4 \rightarrow 4 \) 3D NoCs architectures generated from an application flow graph. High25, High50 and High75 represent architectures with a total of 25%, 50% and 75% 3D routers, respectively. In order to generate these architectures, initially the mapping algorithm is applied to map all the 61 cores to a \( 4\times 4\times 4 \) 3D NoC, and then the vertical link utilization through simulation is obtained. Based on the link utilization values, the TSV locations in each architecture are determined. For an effective analysis of the performance benefits of our proposed methodology, we also generated Low25, Low50 and Low75 3D NoC architectures, where 3D routers are placed at the least utilized vertical links.

In Algorithm 2, there are three main loops which must be considered in the worst case analysis of the proposed buffer resizing technique. The first \textit{while} loop in the buffer resizing phase has two nested loops: \textit{while} and \textit{for} loops. The run time of the inner \textit{while} and \textit{for} loops depend on the number of ports and the buffer size of each port, respectively. Considering the worst case where all of the ports have relatively large buffer sizes in the network, the three loops have a complexity of \( O(n^3) \). Thus within the outer \textit{while} loop, the algorithm runs a constant number of instructions which is repeated \( n \) times (which is proportional to the ports). This instruction is repeated for a further \( n \) number of times within the nested \textit{for} loop which is then repeated for additional \( n \) times. Also, Algorithm 2 has a partial dependency on the complexity of the sorting function which is \( O(n \log_2 n) \). Therefore the complexity of the proposed resizing algorithm is \( O(n^3) \). In addition to complexity analysis, the actual computation time of the whole design is also measured. The simulation framework is running in Windows 7 operating system on an i7 (2.9 GHz) platform with 8GB RAM. For application sizes of 64 (NoC Size: \( 4\rightarrow 4\rightarrow 4 \)) and 32 (NoC Size: \( 2\rightarrow 4\rightarrow 4 \)) with uniform traffic patterns, the execution times of our simulation were

Algorithm 2. Pseudocode of buffer resizing algorithm

\textbf{Initialization Phase:}

\textbf{List1:} sort \( BU_i \) in ascending order
\textbf{List2:} sort \( BU_i \) in descending order
\textbf{crnt1} = List1.first()

\textbf{Buffer Resizing Phase:}

\textbf{while} ((List1.\text{Empty}()) \textbf{do}
\textbf{for} each value of \( m \) \textbf{do}
  \textbf{if} \( m \ is \ set \ of \ integers \) \textbf{then}
    \textbf{while} ((List2.\text{Index}() = List2.\text{last}()) \textbf{do}
      \textbf{if} \( m < \| B \| \) \textbf{then}
        \textbf{crnt2} = List2.first()
        \textbf{end if}
      \textbf{else}
        \textbf{crnt2} = List2.next()
      \textbf{end if}
  \textbf{end while}
\textbf{end if}
\textbf{end for}
\textbf{end while}

\text{crnt1.buff.size} = \text{crnt2.buff.size}
\text{crnt1.buff.size} = \text{crnt2.buff.size} + \text{m}
\text{crnt2.buff.size} = \text{crnt2.buff.size} + \text{m}
\end{algorithm}

\text{Fig. 6. Optimized architectures generation in 3D NoCs}
134 and 26 seconds respectively. These results correlate with the complexity of the proposed algorithms.

5 Evaluation

In order to evaluate the performance of the proposed architectures, a cycle-accurate NoC simulator is used by extending Worm_sim [26], an existing 2D NoC simulator. Our extended simulator accurately simulates 3D NoCs with any target configuration of 3D and 2D routers. We adopt parameters from [30], where the electrical characteristics of various NoC components for a 45nm CMOS process are presented. Energy consumption per bit of each component is then imported into the simulation platform and used to trace the energy profile of the entire NoC. Energy consumption of the NoC was estimated using E_ref energy model [31]. For energy analysis, both static and dynamic power of the router are calculated in Orion2.0 model for 45nm technology [32].

In order to evaluate the performance sustainability and traffic saturation points of the network, we performed our analysis under synthetic traffic patterns: uniform and hotspot. Moreover, to investigate the performance and energy of the NoC in real-world scenarios, realistic traffic patterns from different application domains have been considered: a complex multimedia traffic (MMS) [26], Auto-indust and Telecom (from the E3S benchmark) [19] and an AV (Audio-visual) benchmark [33]. Based on the size of the benchmark, NoC sizes of 4.4.4 or 3.4.2 have been used in the simulation. The setup is run for a warm-up period of 2000 cycles and performance statistics are collected after a simulation period of 200,000 simulation cycles. Hence, by introducing different router models in the system, we have compared the average packet latency and energy consumption.

5.1 Experimental Results under Uniform Traffic Pattern

Under uniform random traffic pattern, each node has equal probability of communication with other nodes. Evaluating a NoC under this traffic pattern forecasts a worst case scenario of high inter-node communication density due to equal communication among nodes. We evaluate the performance of 3D NoC architectures under both static and adaptive routing for worst case analysis.³

5.1.1 Evaluation under Deterministic Routing

In this section, we first look at the latency and energy of the automatically generated 3D NoC architectures compared to the existing ones under static routing. Figure 7 shows that architectures with links placed at highly utilized vertical links have lower average packet delays compared to existing hop-count based hybrid architectures with equivalent number of 2D and 3D routers under uniform traffic pattern. As can be seen in Figure 7(a), High25 saturates with a much higher traffic load than other architectures. It can also be observed that, Low25, quarter/hi and center architectures have the highest average packet latencies. The architecture performance boundary becomes even more clearly defined as we increase the number of 3D routers as shown in Figures 7(b) and 7(c). Particularly, center architecture has much lower average packet latency compared to other TSV reduced architectures as can be seen in Figure 7(c). This is because in center architecture, TSVs are placed at the central nodes causing a redirection of interlayer traffic with a pattern similar to Figures 2(a) and 3 under static routing. However, these nodes have higher blocking probabilities, therefore causing packets to experience longer delays. Figure 8 summarizes the average packet energy of various 3D NoC architectures. It can be observed that, packets in the proposed architectures have the lowest energy compared to architectures with equivalent number of 3D routers. It can also be deduced that, packets in Low25, Low50 and Low75 architectures have high packet energies though they have limited number of TSVs. This is mainly due to the increased paths introduced by redirecting packets along vertical links with low utilization. On the other hand, the average packet energy in homogeneous architectures is similar to that of Low25 and Low50 architectures, because homogeneous ar-

³We compare our work with heterogeneous architectures (discussed in Section 2) proposed in [6] where 3D routers have fixed placement but evenly distributed in the NoC and [15] where the placement of 2D and 3D routers ensure minimum hop within the 2D layers.
architectures have extra switching activities with more 3D routers and interlayer connectivity.

In summary, it can be observed from the simulation results that the proposed systematic approach generates architectures with smaller average hop count compared to existing hybrid architectures with equivalent number of 3D routers. Consequently, 3D NoC architectures generated by our proposed technique have lower average packet latency and energy compared to existing architectures.

5.1.2 Effect of buffer distribution under Static Routing

In this section, the impact of buffer redistribution on the proposed link utilization-based 3D NoCs is investigated. Figure 9 demonstrates that by introducing heterogeneous buffer distribution, the performance of our proposed architectures can further be improved despite their superiority in delay and energy over existing architectures. Most importantly, it can be noticed that architectures with uneven buffer distribution (Het-Buf) saturate with higher injection loads compared to architectures with uniform buffer distribution (Uni-Buf). This is expected as Het-Buf considers the congestion state of the buffers in the target application. Although adding more TSVs is expected to improve the performance, static routing does not fully utilize the path diversity in the NoC. Hence, the maximum improvement in the average packet latencies in Figures 9(b) and 9(c) are similar. However, it is evident that channels in architectures with the non-uniform buffer distribution have lower blocking probability and hence lower packet delays.

5.1.3 Evaluation under Adaptive Routing

A common method for improving average packet latency is adopting deadlock-free adaptive routing techniques. However, due to redirection of traffic in adaptive routing, the performance improvements vary for different architectures. Figure 10 illustrates a comparison of the average packet latency of architectures generated by our systematic approach and existing hop-count based 3D NoC architectures with equivalent number of 2D and 3D routers under adaptive routing. As can be seen, though there is a general increase in the NoC saturation load with adaptive routing, the performance of NoC architectures with links placed at highly utilized vertical links is better than other architectures with similar number of 3D routers. However, Figure 11 reveals that the average packet energy of the proposed architectures is lower than that of existing architectures due to shorter communication paths between nodes. Figure 12 demonstrates that, though the performance of architectures with links placed at highly utilized vertical links is better than that of existing architectures, we can further improve their performance to saturate with an even higher injection load when non-uniform buffer distributions are employed. Figures 12(a), 12(b) and 12(c) reveal the superiority of Het-Buf, non-uniform buffer redistribution generated by our systematic approach across architectures with different total number of 3D routers. By reassigning buffer spaces based on application traffic pattern in target application, adaptive routing exploits the non-uniformity of the architectures to improve the average packet latency of the NoC.

5.2 Experimental Results under Hotspot Traffic Pattern

In realistic applications, some nodes receive more packets than others causing different hotspot regions. Hotspot is a synthetic traffic pattern, which has some selected hotspot nodes receiving more traffic than others. The remaining traffic is sent uniformly to all other nodes. It should be noted...
that, several hotspot scenarios were experimented to study the effectiveness of our method, while a selection of them due to page limits is presented. In all these experimented cases, our method improved the results. Here a center node in the middle layer is selected as the hotspot node with

10% higher chance of receiving packets than all other nodes. As can be seen in Figure 13, architectures with links placed at highly utilized vertical links have lower average packet latency than existing 3D NoCs with the same number of 3D routers. Moreover, Figure 14 shows that architectures generated by the proposed systematic approach, high25, high50 and high75 are not only superior in average packet latency but also in terms of average packet energy. It can be noticed that, for architectures with equivalent number of 3D routers and even in the case of homogeneous 3D mesh, architectures with links placed at highly utilized vertical links have lower average packet energy consumption. By increasing the number of hotspot nodes from 1 to 4, each with 10% higher chance of receiving packets than other nodes, Figure 15 shows the performance benefits of architectures generated by our systematic approach, especially in Figures 15(b) and 15(c), when the number of hotspots are increased to 3 and 4 nodes, respectively. It can be noticed that the performance of architectures with vertical links placed at
highly utilized links increases as the number of hotspots increases while that of existing architectures decreases with increased packet delays causing the NoC to saturate with lower injection rates. This is expected as the proposed approach regenerates optimized architectures for each hotspot configuration by considering the vertical link utilization.

In this section, the proposed approach is evaluated with a range of realistic traffic patterns from different application domains. For the MMS, Telecom, AV and Auto-indust case studies, we present performance results for NoC architectures (High) generated by our approach and compare them with existing architectures with equivalent number of vertical links and buffer resources. Figure 16 shows that the proposed 3D NoC architectures have lower average packet latencies in all cases. It can be noted that the average packet latencies of the proposed architectures outperform that of homogeneous 3D mesh though they have a limited number of vertical links.

Moreover, Figure 17 shows that the proposed High25, High50 and High75 architectures have lower average packet energy compared to architectures with equivalent number of 3D routers. On the other hand, high average packet
energy was recorded in homogeneous 3D mesh. It can be concluded that TSV reduced NoC architectures can be employed in realistic applications for higher performance than homogeneous 3D mesh and with even more efficient energy consumption.

To validate the performance gains of architectures generated by the proposed approach, we applied a varied set of benchmarks: VOPD, D26_media, D38_TV, D36_4, and D64_4 [34]. A summary of the NoC configurations of the benchmarks is given in Table 1, where the number of cores and NoC dimensions are highlighted. Quarter/lo and half/lo architectures for these configurations were generated by placing the 2D routers as close to the 3D routers as possible in each layer as described in [15]. Similarly, Figure 18 shows that architectures generated by our systematic approach have superior performance compared to other architectures under realistic traffic patterns. Particularly, Figure 18(a) demonstrates that High25, High50 and High75 3D NoC architectures have lower average packet latencies than conventional homogeneous 3D mesh.

Moreover as shown in Figure 18(b), the proposed 3D NoC architectures have lower average packet energies compared to homogeneous 3D mesh in all cases.

### 5.4 Impact Analysis of TSV Variation

In this section, we explore TSV variation in highly utilized vertical links to identify optimal or near optimal trade-off points in terms of performance and power consumption. Here, the power consumption of the 3D NoC includes the power values for 2D and 3D routers, the physical links and the TSVs. Therefore, an increase in TSV bundle (as shown in Figure 19) also involves adding a 3D router.

As illustrated in Figure 19, the average packet latency of 3D NoCs decreases as the number of TSV pillars increases at the expense of power efficiency. This is because the connectivity in the NoC increases with higher switching activity as the number of TSVs increases. It can be seen that the normalized average packet latency of architectures with 6 to 15 TSV pillars (which is a total of 37.5%-93.7% 3D routers) is similar. In contrast, the power consumption is significantly high for architectures with high number of TSVs. Also, as shown in Figure 20, architectures with 7

![Fig. 16. Average packet latency of 3D NoC architectures under realistic traffic patterns](image)

![Fig. 17. Average packet energy under realistic traffic patterns](image)
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TSV pillars (43.75% 3D routers) have the same maximum sustainable load as that of architectures with maximum number of TSVs (with 50 - 93.7% 3D routers). Contrarily, the maximum sustainable load for 3D NoC architectures with 6 TSV pillars before network saturation is significantly low under uniform traffic. Therefore, in applications with high probability of data communication among all nodes such as uniform traffic, placing a total of 43.75% TSV pillars at highly utilized vertical links provide near optimized power and performance efficiency, while saving 56.25% of area and power hungry 3D routers. In real-world applications, however, the inter-node communication is more defined with some nodes exchanging more data than others. As shown in Figure 21, power consumption of 3D NoCs in MMS increases rapidly when the number of TSV pillars is greater than 11. Also, the average packet latency is comparable when the number of TSV pillars is greater than 3. Hence under this real-world application, we can save up to a total of 75% TSVs without sacrificing the NoC performance.

5.5 Comparison with Existing Approaches

In our proposed approach, we exploit the buffer and link utilization to generate 3D NoCs with minimized number of TSVs. So far, we have compared our 3D NoCs with topologies that have the similar distribution of routers. Most application specific 3D NoCs, on the other hand, have varied topologies for different architectures. Similarly in [35], TSV count has been explored for a thermally aware 3D NoC floorplanner. This tool generates an initial 3D NoC architecture including placement of cores and routers for a given application. Routers are placed based on shortest paths between source and destination nodes. The resulting architecture is fed back into the floorplanner and this process is repeated until a predetermined cost function such as TSV count is satisfied. We have compared our approach in terms of mapping cores and TSV placement with [35]. VOPD and MPEG4 benchmarks from their results are selected, as we had used the same benchmarks in our evaluations. Both applications have 12 cores and network size of 3...2...2.

In the floor planning process, 9 and 14 TSVs have been used for VOPD and MPEG4 respectively [35]. We have used the same technology, network size and number of TSVs in our 3D NoC generation. As can be seen in Table 2, the power results are similar, as the number of TSVs is equal in both approaches. However, our approach generates lower packet delay compared to the simulated allocation model due to more optimized placement of TSVs in the 3D NoC.

We have also compared 3D NoCs generated by our approach with two application specific techniques [21], [36] as similar benchmarks have been used in both cases. We have used the same data width of the NoC links (32 bits), NoC operating frequency (400 MHz), technology (65 nm), TSV model [37] and maximum number of inter layer links (25 links) in our 3D NoC generation. Figure 22 shows the power consumption of 3D NoC architectures generated by our proposed technique and the application specific 3D NoCs: 3D Sunfloor [21] and 3D layer-by-layer [36]. As these two papers only provide their power results, we could not compare other metrics such as latency. As shown in Figure 22, 3D layer-by-layer has a much higher power consumption compared to 3D NoCs generated by our approach and 3D Sunfloor [21]. Both 3D Sunfloor and 3D layer-by-layer try to find optimized link lengths between router-to-router connection as well as router-to-PE connection. However, 3D layer-by-layer connects PEs in a layer to routers in the same layer. Consequently, packets need to travel through more routers to reach the destination nodes and hence resulting in a higher power consumption compared to 3D Sunfloor [21]. Though packets need to be rerouted in architectures generated by the proposed approach, the power consumption is similar to 3D Sunfloor. This is because, 3D NoCs generated

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>VOPD Power (mW)</th>
<th>MPEG4 Power (mW)</th>
<th>VOPD Delay (ns)</th>
<th>MPEG4 Delay (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[35]</td>
<td>81</td>
<td>103</td>
<td>5.1</td>
<td>6.3</td>
</tr>
<tr>
<td>proposed</td>
<td>78.1</td>
<td>101.2</td>
<td>4.5</td>
<td>5.7</td>
</tr>
</tbody>
</table>

TABLE 2

Comparison with Simulated Allocation technique [35]
by 3D Sunfloor have several local ports per router which increase the work load of the routers and hence increases the dynamic power consumption for buffering, arbitration and router traversal.

In [16], various 3D NoC architectures are evaluated based on TSV serialization (Se-2 and Se-4), TSV sharing (TS-4 and TS-2), TSV sharing with planar adaptive routing (TS2-PA), and concentrated mesh with high radix routers (C4Mesh and C2Mesh). For comparison with our proposed approach, we have evaluated High50 and High25 with XYZ and adaptive routing algorithms using the same simulation settings as presented in [16] for a 2 ...4... 4 NoC size. Tables 3 and 4 compare the normalised (based on a homogeneous 3D NoC) saturation points of different architectures with 25% and 50% 3D routers, respectively. As can be seen, architectures with adaptive routing perform better than XYZ routing ones. Overall, our optimized architectures provide higher saturation points for all cases (with the same routing algorithm) under uniform traffic pattern. For shuffle traffic, the difference in adaptive routing cases is small, but with static routing, our architectures achieve higher saturation points. Again, this proves that consideration of link and buffer utilizations can improve the latency and performance in 3D NoC architectures.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Uniform Traffic</th>
<th>Shuffle Traffic</th>
</tr>
</thead>
<tbody>
<tr>
<td>TS4</td>
<td>0.7</td>
<td>0.89</td>
</tr>
<tr>
<td>Se-4</td>
<td>0.6</td>
<td>0.44</td>
</tr>
<tr>
<td>C4mesh</td>
<td>0.36</td>
<td>0.4</td>
</tr>
<tr>
<td>High25 (adaptive)</td>
<td>0.82</td>
<td>0.98</td>
</tr>
<tr>
<td>High50</td>
<td>0.78</td>
<td>0.93</td>
</tr>
</tbody>
</table>

**TABLE 3**
Comparison of normalised latency saturation points with TSV economizing architectures (25% 3D router) [16]

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Uniform Traffic</th>
<th>Shuffle Traffic</th>
</tr>
</thead>
<tbody>
<tr>
<td>TS2-PA</td>
<td>0.96</td>
<td>0.98</td>
</tr>
<tr>
<td>TS2</td>
<td>0.9</td>
<td>0.96</td>
</tr>
<tr>
<td>Se-2</td>
<td>0.88</td>
<td>0.76</td>
</tr>
<tr>
<td>C2mesh</td>
<td>0.48</td>
<td>0.58</td>
</tr>
<tr>
<td>High50 (adaptive)</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>High50</td>
<td>0.94</td>
<td>0.98</td>
</tr>
</tbody>
</table>

**TABLE 4**
Comparison of normalised latency saturation points with TSV economizing architectures (50% 3D router) [16]

**6 Conclusion and Future Work**

In this paper, we have proposed an efficient and systematic approach to generate optimized 3D NoC architectures based on the resource utilization in the target application. Both the proposed and existing NoC architectures with different configurations of 2D and 3D routers in 3D mesh topology have been modelled and evaluated with a cycle accurate simulator under synthetic and realistic traffic patterns. Our evaluation under the widely used uniform and hotspot traffic patterns demonstrates that optimized 3D architectures generated by our systematic approach have lower average packet latency, lower energy consumption and can sustain even more network load compared to existing architectures with equivalent number of 2D and 3D routers. Especially in uniform traffic pattern, a performance improvement up to 60% in the average packet latency is observed when vertical links are placed on highly utilized vertical links for architectures with 25% 3D routers. Experimental analysis under realistic traffic patterns shows that, NoC architectures with 3D routers placed at nodes with highly utilized vertical links achieve superior performance compared to architectures with the same number of buffer resources and vertical links. In general, this performance is further improved with an average of 25% when non-uniform buffer distributions are employed. Evaluated TSV number variation in 3D NoCs have demonstrated that in applications with high inter-node data rates, we can save up to 56.25% of TSVs without sacrificing the average packet delay while increasing the energy efficiency. Moreover, in realistic applications, even with reductions of up to 75% in the number TSVs, generated 3D NoCs have similar performance as architectures with maximum number of TSVs. The proposed systematic flow is simulation driven and hence there is a trade-off time with accuracy and performance improvement using this approach. Therefore, future work includes a queuing theory and/or network calculus based approach to generate performance and energy aware inhomogeneous 3D NoC architectures.
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