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ABSTRACT

AI's expanding role in daily life offers data-driven decision-making but risks privacy breaches. 
This study, using the Communication Privacy Management theory, explores AI adoption's future 
privacy implications. Through thematic analysis of 42 AI expert interviews, we identify six key themes: 
human agency, data use/abuse, AI transparency/opacity, information weaponization, cyberbullying, 
and privacy enforcement. These themes contextualize the evolving AI-privacy relationship. We argue 
that AI's advancement will challenge traditional privacy ownership concepts. This research provides 
insights into navigating the complex interplay between AI's growth and safeguarding information 
privacy
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INTRODUCTION

Human activities are structured and facilitated by sophisticated communication, information, 
and technology infrastructures. These advances are reshaping our modes of communication, business 
operations, and information exchange among friends, families, organizations, and global communities. 
Artificial intelligence (AI) stands out as a pervasive modern technology holding the vast potential to 
profoundly transform interactions, lifestyles, and professional engagements (Fogli & Tetteroo, 2022; 
Jang, 2023; Ku & Chen, 2024; Smilansky, 2017; Wang et al., 2023). However, the immense power of 
AI technology with access to large and rich data has created concerns about privacy and anonymity.

According to Madakam et al. (2015), AI is a computer-generated technology that uses natural 
algorithms to perform tasks that may require human intelligence. Recent literature on AI and the 
future of data protection and privacy has received significant interest within academia and industrial 
fields (Wu et al., 2019). For example, researchers have probed the implications for the right of privacy 
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related to the following scenarios: the use of AI technologies to administer justice in courts (Fiechuk, 
2019), application of AI in public sector management (Maragno et al., 2023), and integration of AI 
into smart meter technology (Lodder & Wisman, 2015). Collins et al. (2021) conducted a systematic 
literature review on AI in information systems research. In addition, Wang et al. (2023) proposed the 
concept of AI literacy by developing a quantitative scale for measuring the accuracy of AI literacy. 
They concluded that not only will the scale create an understanding of user competency with AI 
technology, but it will also assist designers with developing AI applications that will align with the 
level of AI literacy of target users. Johnson and Verdicchio (2017) explored public anxiety surrounding 
artificial intelligence, particularly concerning privacy. Their research identified a primary driver of 
this apprehension: a significant fear that AI systems could soon operate beyond the limits of human 
control. Also, as pointed out in Johnson and Verdicchio’s work, the focus on AI programs without 
human involvement is flawed because, regardless of advances in AI and superintelligence, there will 
be a need for human engagement to a considerable extent with such programs. Furthermore, Johnson 
and Verdicchio argue that the next form of anxiety will emanate from the concept of autonomy, 
which means the extent to which AI programs would be fully autonomous to make decisions 
without human intervention. Johnson and Verdicchio(2017) identified that leaving computers to 
make such decisions without human involvement could impact privacy issues. Importantly, Johnson 
and Verdicchio (2017) differentiated between computational and human autonomy. Humans have 
the power to make decisions based on fundamental rights and are well-equipped to understand the 
context of human decision-making. On the other hand, computational autonomy may not be able 
to make such judgements in the event of changes in context. Thus, computational autonomy seems 
to conflict with human autonomy in data protection and privacy. Researchers in AI, such as Müller 
(2016), have asserted that in a futuristic scenario, robots could behave like humans and may harm 
others to achieve their objectives.

Prior studies about privacy-related decision making are built on the assumption of a rational 
process for individuals to disclose information about themselves willingly, with this process being 
guided by an internal cognitive assessment of perceived risk and perceived benefits associated with 
the disclosure of personal information (Cai et al., 2023; Culnan & Armstrong, 1999; Degirmenci, 
2020; Dinev & Hart, 2006; Park et al., 2023). However, other research casts doubt on the rationality of 
privacy disclosure and states that rational considerations are guided by heuristics and limited resources 
(Brandimarte et al., 2013; Tsai et al., 2011). At the same time, a few studies have argued against the 
urgency and significance of privacy research because there are considerable gaps in the research on 
how to contextualize and reconceptualize privacy in the digital age, improve organizational practices, 
and protect the information of individuals and groups (Wu et al., 2019).

Stakeholders need to understand how AI is influencing privacy in the digital age. Indeed, calls 
have been made to demystify how the adoption of new technology is influencing privacy. We respond 
to this call and follow prior studies by Acquisti et al. (2015) and Wu et al. (2019) by developing a 
framework to address the following research questions: What are the future challenges of privacy 
because of AI adoption, and how can stakeholders address privacy challenges in the age of AI 
technology? To address the research question, we followed two specific objectives: first, to examine 
the impact of AI adoption on information privacy; and second, to develop a conceptual framework 
for measuring the relationship between AI adoption and information privacy concerns.

This article makes four main contributions to the field of AI technology and privacy concerns, thus 
building on communication privacy management CPM) theory to offer a comprehensive theoretical 
framework for understanding the adoption of AI and its implications for information privacy. This 
study is different from earlier studies because it is one of the few to draw on CPM theory to explain 
AI adoption and information privacy from experts’ viewpoints and to argue that with the advance 
and proliferation of AI technologies, there will be the weaponization of information: that is, private 
information that was collected by AI technologies without the permission of its owners will be used 
as weapons to blackmail and subvert individuals.
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In addition, this article contributes to the extant literature on AI adoption and privacy by 
identifying six emerging themes that contextualize the future of AI adoption and information 
privacy, including human agency, data use and abuse, AI transparency and opacity, weaponization of 
information, cyberbullying, and privacy issues and enforcement of privacy strategies. These themes 
provide a framework for analyzing the multifaceted impact of AI on privacy and serve as a basis for 
future research and policymaking efforts.

Finally, the findings also contribute to the literature by forecasting that as AI adoption expands, 
there will be a lack of ownership of privacy because individuals, governments and policymakers will 
resolve and accept the benefits of AI at the expense of information privacy concerns and will see data 
abuse as a normal practice. This exploratory study on AI and information privacy demonstrates that 
there is strong anxiety about the future of AI adoption and how to maintain a balance with privacy 
rights (Johnson & Verdicchio, 2017).

The rest of the paper is structured in the following way. After the introduction section that sets 
the tone for the study, the following section presents the concept of privacy and background on the 
relevant theoretical model that underpins this research. This section is followed by a discussion 
of data collection and the method of data analysis, which involves how information from relevant 
sources is gathered and analyzed. This section is followed by findings, which present the results and 
the emerging themes. The final section is the conclusion, which consists of the contribution of the 
study, the limitations of the study, and future research recommendations.

THE CONCEPT OF PRIVACY

Theories of privacy can be traced back over 50 years and are linked with individuals’ rights 
to decide how information about themselves should be shared with others and the conditions of 
communicating such information (Steeves, 2019). A traditional concept of privacy that has stood the 
test of time was proposed by Westin (1968). He defined privacy as the claim of individuals, groups, 
or institutions to determine for themselves when, how, and to what extent information about them is 
communicated to others (Westin, 1968). This definition by Westin has been explored and expanded 
on by other authors. For example, information privacy is defined as the desire of individuals to 
control or have some influence over data about themselves (Bélanger & Crossler, 2011). H. J. Smith 
et al. (1996) explained information privacy by identifying four dimensions of information privacy: 
collection, improper access, unauthorized secondary use, and errors. In another study, Solove (2006) 
considered information privacy to consist of information collection, information dissemination, 
information processing, and invasion of privacy. Information privacy concerns stem from legal rules 
aimed at protecting the privacy of people’s information to deter unauthorized use of or access to this 
information. Thus, information privacy is the collection and storage of personal data in a manner that 
allows individuals to have control and influence over how information and data are handled and used. 
While privacy is an ingredient cherished by most people, whether absolute privacy can be achieved 
with the proliferation of technologies such as AI and social media is debatable.

Theoretical Background
This paper draws on CPM theory (Petronio, 1991) to explain how AI will affect information 

privacy in society. CPM theory was proposed by Petronio (1991, 2004, 2010) and consists of three 
elements: privacy control, privacy ownership, and privacy turbulence. Privacy control governs the 
conditions for denying or allowing access to private information. These conditions enable a person 
to manage personal information even after giving access to others. Privacy control, in conjunction 
with other elements, develops guidelines and rules driven by decisions and criteria such as cultural 
values, motivation, and the need for such information (Petronio, 2010). The second element of 
CPM is privacy ownership, which enables people to envisage that they are the sole owners of their 
private information and to trust they have the right to grant or prevent access to their information 



4

Journal of Global Information Management
Volume 33 • Issue 1 • January-December 2025

(Petronio, 2010). Ownership implies the equal right to share or to restrict information and to define 
boundaries surrounding information that can be marked as private (Thompson et al., 2012). The third 
element of the CPM model is privacy turbulence; this element helps predict and regulate information 
privacy that is often unpredictable, with disruptions to a complete privacy management system 
breakdown. For example, individuals maintain personal privacy boundaries; however, when these 
boundaries are disrupted, it creates turbulence. Such disruptions prompt individuals to reorganize 
their privacy boundaries to prevent similar disturbances in the future (Petronio, 2010).

Since the development of the CPM model, several studies have utilised the model. For example, 
Smith and Brunner (2017) employed CPM to understand how information is disclosed at the workplace. 
Walrave et al. (2022) utilized CPM to examine how parents disclose information about their children 
online, while LaBelle et al. (2023) used CPM to understand how graduate students decide to disclose 
their mental health conditions to their academic advisors. These studies show how widely CPM has 
been applied in different privacy studies.

This article draws on CPM theory to provide a foundation for future research endeavours by 
exploring the complex dynamics between AI adoption and information privacy. We posit that AI 
adoption and information privacy in terms of privacy control, privacy ownership, and privacy 
turbulence will be determined by data use and abuse, AI transparency and opacity, and weaponization 
of information in the light of increasing AI adoption. We suggest that researchers can build upon the 
insights and framework proposed in this study to investigate specific aspects of AI ethics, privacy 
management, and the implications of AI technologies on society.

Artificial Intelligence Applications in Different Fields
The rapid integration of AI into organizational management has significantly improved efficiency 

and productivity across various industries. However, the widespread adoption of AI still encounters 
several obstacles, including ethical concerns, organizational resistance, privacy issues, and a shortage 
of relevant technological expertise (Hasan et al., 2023). These findings of Hasan et al. (2023) closely 
align with the discussion of AI’s role in financial decision making. While AI has demonstrated its 
potential to enhance investment strategies and to mitigate behavioural biases among financial planners, 
its successful adoption depends on overcoming concerns associated with privacy, trust, perceived 
costs, and anxiety surrounding AI technologies (Maldonado-Canca et al., 2025). By addressing these 
barriers, AI can be more effectively integrated into financial planning services, allowing professionals 
to leverage its capabilities to counteract confirmation and hindsight biases.

Rahman et al. (2024) provided empirical evidence of business intelligence’s (BI’s)role in enhancing 
operational efficiency and facilitating AI adoption within a specific sector. Also, Bag et al. (2025) 
offered a broader theoretical framework for understanding AI’s impact on social engagement. A key 
difference lies in their methodologies. Rahman et al. (2024) employed quantitative methods to measure 
tangible outcomes, whereas Bag et al. (2025) used qualitative and computational approaches to explore 
broader themes and discourses. This divergence reflects different research questions and objectives 
of the studies. Both studies could benefit from addressing the ethical and privacy implications of AI. 
Rahman et al. (2024) could explore the ethical considerations surrounding data privacy and algorithmic 
bias in financial applications, while Bag et al. (2025) could delve into the challenges of using AI for 
social engagement, such as the potential for manipulation and misinformation.

After reviewing the existing literature on AI, we have identified a significant gap regarding its 
impact on information privacy. To address this gap, our study critically examines the perspectives of 
AI experts on information privacy, offering valuable insights into this often-overlooked area. Table 
1 below summarises the key literature on AI and information privacy to legitimise the importance 
and timeliness of this study.
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Table 1. Summary of Key Literature on AI and Information Privacy

Author Focus of the study Method Field of study

Information 
Privacy

Agozie & Kaya 
(2021)

Privacy information 
transparency and mitigating 

privacy fatigue

Survey E-government

Soumelidou & 
Tsobou (2024)

Mobile applications and 
information privacy

Mobile application users

Attili et al. (2022) Information privacy in IT 
organizations

Survey IT organizations in India and 
the United States

Sun et al. (2022) Social media and 
information privacy 

violations

Social media users in China 
and the United States

Artificial 
Intelligence

Hasan et al. (2023) AI and financial planning Literature 
review

To propose artificial 
intelligence to manage 

behavioural biases in the 
financial decision-making 

process in financial institutions

Rahman et al. (2024) AI and BI on operational 
efficiency in the financial 

sector

Secondary 
data from 

Shanghai and 
Shenzhen

The impact of BI systems on 
operational efficiency and 
the transition to artificial 

intelligence technologies in 
Shanghai financial firms and 

Shenzhen stock markets

Maldonado-Canca et 
al. (2024)

The adoption of AI by 
companies enhances the 
UTAUT model variables.

Survey 409 CEOs and entrepreneurs 
from various organizations 

located in Spain

Bag et al. (2025) AI and stakeholder 
engagement in addressing 

climate change

Systematic 
literature 
review

Various sectors

METHODOLOGY

Data and Sample
This study draws upon extensive interviews conducted by the Pew Research Center in December 

2018 and June 2023 involving 979 AI experts from diverse backgrounds, including activists, business 
and policy leaders, developers, innovators, researchers, and technology pioneers. The interviews 
focused on the theme ‘Artificial Intelligence and the Future of Humans.’ The Pew Research Center, 
a nonpartisan think tank dedicated to conducting surveys and informing the public about prevailing 
attitudes, issues, and trends shaping the United States and the world, facilitated this research. The 
interview responses are publicly available on the Pew Research Center website (Anderson & Rainie, 
2019, 2023). Our study employed a qualitative research approach to analyze AI experts’ perspectives 
on AI adoption and information privacy. This approach allowed us to gather rich, nuanced data that 
may not have been captured through quantitative methods.

Data Collection
To explore the intersection of AI and privacy concerns, we adopted a modified data collection 

approach inspired by Jarrodi et al. (2019), who utilized in-depth interviews to gather data from 17 
nascent social entrepreneurs at a social innovation boot camp in France. This study employed a 
purposive sampling method, which inspired our data collection procedure. We carefully selected 
42 expert interviewees from 979 respondents who offered valuable perspectives on AI and 
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information privacy issues. These individuals provided timely and comprehensive insights into the 
future implications of AI on data privacy. In contrast, Jarrodi et al.’s (2019) study was on political 
ideologies as a motivation for social entrepreneurship, while our study centered on AI and privacy 
concerns. This deliberate choice of sampling technique aligned with the characteristics of our target 
population and served the objectives of our investigation (Stake, 2010).

Unlike Zhu et al. (2021), who conducted a qualitative analysis of gender bias in medicine using 
a sample size of 23 participants, and Jarrodi et al. (2019), who investigated political ideologies in 
social entrepreneurship with a sample size of 17, our study employed a sample of 42 AI experts 
to examine the impact of AI adoption on information privacy. This sample size is sufficient for 
qualitative research and ensures the depth and richness of data necessary for meaningful insights 
while maintaining methodological rigor.

Determining the appropriate sample size in qualitative research is crucial to ensuring that findings 
are credible, reliable, and representative of the population under study. The decision to use 42 expert 
interviewees in this study is justified based on several methodological considerations, including data 
saturation, purposive sampling, comparability with existing research, and analytical rigor. One of 
the most widely accepted criteria for determining sample adequacy in qualitative research is data 
saturation: the point at which additional interviews yield no new insights, themes, or patterns (Guest 
et al., 2006). Studies have demonstrated that thematic saturation can often be achieved with 12–20 
interviews, particularly in homogeneous populations. However, when dealing with experts from 
diverse industries, disciplines, or backgrounds, many interviewees are necessary to capture diverse 
perspectives (Mason, 2010). Hennink et al. (2017) suggested that a larger number of interviews, 30 
to 50, is often necessary when aiming for maximum variation in expert studies. This range supports 
our claim that 42 interviews ensure thematic saturation related to our research topic.

In expert-based research, the quality of participants matters as much as the quantity. Purposeful 
sampling ensures that the study includes knowledgeable and experienced participants who can provide 
rich and insightful data (Patton, 2015). Since experts will provide in-depth, nuanced insights, studies 
often require a larger sample size than general qualitative studies to account for variations in expertise, 
roles, industries, and regional perspectives (Creswell & Poth, 2023). A sample of 42 experts ensures 
that the study captures diverse perspectives while maintaining analytical depth.

Furthermore, reviewing previous studies in the relevant field is a way to contextualize and justify 
the sample size. Research in business, policy analysis, and technology adoption frequently uses 
20–50 expert interviews to ensure robust findings. For instance, Malterud et al. (2015) argued that 
information power, which considers the specificity and relevance of information obtained, suggests 
that expert interviews often require higher sample sizes to capture complex, multi-dimensional 
insights. Another key consideration is the balance between depth and breadth. A study with too few 
interviews may lack sufficient variation and depth, while an excessive number may overwhelm the 
analytical process (Braun & Clarke, 2019). The choice of 42 experts ensures a manageable dataset 
for thematic or qualitative content analysis while maintaining richness and diversity in responses. 
The decision to use 42 expert interviewees is justified based on data saturation, purposeful sampling, 
comparability with previous studies, and analytical manageability. Given the complexity of expert 
knowledge, this sample size ensures a comprehensive, credible, and well-rounded analysis while 
aligning with established qualitative research standards.

Using secondary data in research presents minimal ethical concerns as long as it is collected, 
stored, and analyzed following ethical guidelines (Andersen et al., 2011). Since secondary data is 
preexisting and is publicly available or obtained from reputable sources, issues related to informed 
consent, confidentiality, and participant harm are significantly reduced (Jol & Stommel, 2016). 
Researchers must ensure that information is accurately cited, properly anonymized if necessary, and 
used within its intended ethical framework. This study avoids data misuse or privacy violations by 
following established ethical considerations. Consequently, the data analysis remains ethically sound 
and valuable as best practices have been followed.



7

Journal of Global Information Management
Volume 33 • Issue 1 • January-December 2025

The AI experts were asked questions on AI and the future of humans. For example, they were asked 
to think forward: ‘By 2030, do you think it is most likely that advancing AI and related technology 
systems will enhance human capacities and empower them? ‘They were also asked to respond to 
this question: Is it most likely that advancing AI and related technology systems will lessen human 
autonomy, privacy, and agency to such an extent that most people will not be better off than the way 
things are today? (Anderson & Rainie, 2019, p. 4).

In the context of this study, the following characteristics of the sampled expert profiles were 
collected: gender of participants, age, nationality and country of residence, role/profession, and 
industry in which respondents operate. We focused on respondents who discussed issues on AI and 
privacy concerns. We initially identified that 54 respondents discussed AI and privacy issues. However, 
12 of the respondents were anonymous and did not provide demographic information. We removed 
these 12 anonymous respondents and were left with 42 usable responses for analysis. We did not 
attempt to generalize our findings on AI and privacy concerns, but instead proposed a framework to 
explain the future advances of AI on information privacy.

To minimize bias and improve the reliability and validity of the qualitative data collected, the 
section below explains how the validity of the data collected was achieved to establish the credibility 
and trustworthiness of the findings.

Reliability and Validity
Unlike quantitative research, which, by employing statistical measures such as Cronbach’s alpha, 

assesses test-retest reliability and internal consistency (Nunnally & Bernstein, 1994; Taber, 2018), 
qualitative research addresses reliability through different strategies due to the subjective nature of 
respondent opinions, which are inherently not replicable. This study prioritised the validity of thematic 
analysis by ensuring that identified themes directly address the research question. Furthermore, data 
validity was established by analyzing the frequency of specific themes across multiple expert responses.

We enhanced the reliability and validity of the qualitative data collected by utilizing member 
checking and multiple analysts (Barbour, 2001; Birt et al., 2016). Member checking involved engaging 
the research team in verifying findings to enhance validity. The authors ensured that the analyses 
accurately reflected participants’ views by allowing team members to review and provide feedback 
on coding, analysis and interpretations of the results. Second, the multiple analyst approach, a form 
of intercoder reliability, was adopted to improve consistency in data interpretation. Members of the 
research team independently analyzed the same data, ensuring a robust and reliable analysis.

While we acknowledge that qualitative data is susceptible to bias and subjectivity (Zhu et al., 
2021), we implemented measures to ensure the data's relevance. Initially, the primary researcher 
coded the data into developing themes that were then reviewed by the remaining three researchers to 
mitigate potential biases and to ensure stability and validity (Birt et al., 2016). Finally, the relevance 
of the thematic analysis of expert viewpoints was assessed by ensuring that the identified themes 
directly aligned with the research questions.

Furthermore, to minimize biases from the qualitative sources used in the research, we interpreted 
the coded data separately to achieve converging interpretations. Our reviews of the data collected 
were another essential strategy to mitigate any potential biases from the qualitative data. As noted by 
Mouselli and Massoud (2018), there are numerous biases in qualitative research; however, maintaining 
rigorous processes through which data are collected, analyzed, and presented reduces these biases. 
This approach has been adhered to and forms the epistemological basis of our research.

Step-by-Step Guide to the Development of Themes for Analysis
We adopted an open coding approach (Corbin & Strauss, 2015) and a two-stage 

inductive qualitative approach (Gioia et al., 2013) to code the responses. We began 
with open coding, analyzing interview transcripts line by line to identify and categorize 
emerging concepts and ideas related to AI and privacy concerns. Simultaneously, we 
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compared these initial codes with existing literature on AI and privacy to establish empirical and 
theoretical connections. This iterative process involved the following:

1. 	 Familiarization: We repeatedly reviewed the interview transcripts to identify patterns and themes.
2. 	 Note-taking: After familiarization with the data, we embarked on the recording of potential themes, 

common expressions, and language used by AI experts regarding AI and privacy concerns.
3. 	 Initial coding: We generated initial code based on the identified patterns.

These initial codes were then refined and reorganized through iterative discussions among the 
research team, ultimately resulting in the identification of six core themes: human agency, data use 
and abuse, AI transparency and opacity, weaponization of information, cyberbullying and privacy 
concerns, and enforcement of privacy strategies. Thematic data analysis was conducted to explore 
and refine these themes.

Data Analysis
We adopted a thematic analysis approach in the analysis of the coded responses. Thematic analysis 

is a set of procedures in phases or stages for describing content based on themes (Oliveira et al., 2015; 
Valle & Ferreira, 2025). Thematic analysis was employed to analyze the data collected for this study, 
aligning well with qualitative research methods focused on identifying and interpreting themes and 
recurring patterns of meaning within the data. Themes are not merely repetitions of words or phrases 
but represent interpretive concepts that capture significant insights from the dataset (Braun & Clarke, 
2006, 2019; Nowell et al., 2017). This approach was particularly suitable for our study as we aimed 
to explore subjective experiences, social processes, and the impact of AI on individuals and society.

Thematic analysis involves several steps, beginning with immersion in the data. This process 
includes reading and rereading transcripts or notes to develop a deep understanding of their content 
(Braun & Clarke, 2019). One of the key strengths of thematic analysis lies in its flexibility. Unlike 
some quantitative methods, it is not bound to a specific theoretical framework, which allows it to be 
adapted to diverse research paradigms. This flexibility makes it particularly effective for exploring 
complex or subjective topics such as AI adoption and its impact on information privacy, where a rich 
and detailed examination of the data is essential.

Additionally, thematic analysis is accessible to researchers at all levels of expertise. It does not 
require extensive technical training or specialised software, making it the best choice for novice 
researchers while remaining powerful enough for seasoned investigators (Braun & Clarke, 2006, 2019; 
Nowell et al., 2017). Its structured yet adaptable approach enables researchers to systematically identify, 
analyze, and interpret meaningful patterns within the data. The thematic analysis adopted proved 
invaluable due to its versatility and depth. It facilitated the systematic identification and interpretation 
of key patterns in the data, enabling us to explore the impact of AI on human experiences and social 
phenomena. This method’s ability to balance structure with flexibility made it an essential tool for 
uncovering the complexities inherent in our research focus.

We analysed the 42 AI expert interview transcripts using a two-step thematic approach, drawing 
on principles from Eisenhardt's (1989) case study methodology. The first step focused on data 
immersion and initial coding for each interview separately. This began with coding for demographic 
attributes (gender, age, nationality, country of residence, role, and industry) to contextualise the 
dataset. Following this, each transcript was analyzed individually to identify initial themes, consistent 
with a 'within-case' logic. The second step involved a 'cross-case' synthesis, where themes from the 
initial phase were systematically compared across all interviews to refine them and develop broader, 
overarching findings.

The last stage is the treatment and interpretation of the coded responses. To ensure the reliability of 
the coded responses, each researcher repeated the coding process. Secondly, there was cross-coding by 
the other researchers, and finally, we checked the accuracy by comparing each coded response to each 
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other and removing any repetitions. To ensure the reliability of the coding we carried out the following 
processes: a) stability, which involves the same person repeating the coding process; b) reproducibility, 
which entails a different researcher repeating the coding process; and c) accuracy, which is when the 
result is compared to a standard (Krippendorff, 1980).

FINDINGS

This study aimed to investigate the impact of AI on information privacy within society. Our 
findings are outlined in two stages. We initially collected descriptive statistics to illustrate the 
demographic characteristics of the experts’ responses regarding AI and information privacy. The 
results reveal that 73.8% of respondents were male and 26.2% were female (see Table 2). Hence, it 
can be inferred that males predominated in the AI industry. Furthermore, the findings indicate that the 
highest level of education among respondents was a doctorate (60%), whereas the lowest qualification 
was an undergraduate degree (12.3%).

Table 2. Descriptive statistics of respondents

Variables Frequency % Variables Frequency %

Gender Nationality

Male 31 73.8 United States 23 54.6

Female 11 26.2 British 2 4.8

Total 42 100 Dutch 2 4.8

Educational level French 2 4.8

Doctorate 25 60 Australian 1 2.4

Masters 12 28.5 Canadian 1 2.4

Undergraduate 1 2.3 Kenyan 1 2.4

Missing 4 9.2 Polish 1 2.4

Total 42 100 Portuguese 1 2.4

Industry Russian 1 2.4

Education 20 47.6 Spanish 1 2.4

Information technology 13 31 Swedish 1 2.4

Business 1 2.4 Swiss 1 2.4

Charity 1 2.4 Venezuelan 1 2.4

Military 1 2.4 Missing 3 7

Public sector 1 2.4 Total 42 100

Research 1 2.4

Venture capital 1 2.4

Missing 3 7

Total 42 100

The second stage of the analysis adopted thematic content analysis. This analysis provided 
a broad range of information on the future of AI on information privacy, but sometimes 



10

Journal of Global Information Management
Volume 33 • Issue 1 • January-December 2025

overlapping issues on AI’s impact on privacy. Through thematic content analysis, we identified six 
emerging themes on the future of AI on information privacy: human agency, data use and abuse, AI 
transparency and opacity; weaponization of information, cyberbullying and privacy concerns, and 
enforcement of privacy strategies. The experts’ comments were read and reread to identify the six 
themes by following Braun and Clarke’s (2019) six-stage thematic analysis explained in the method 
section.

Human Agency
The analysis revealed human agency as one of the critical themes about AI's future. Experts 

articulated a dual perspective: on one hand, they remarked on AI's capacity to influence the future of 
work and improve communication. On the other hand, this potential was overshadowed by a pessimistic 
outlook on its implications for personal privacy, with many highlighting the fear that AI could soon 
operate beyond meaningful human control. As one of the experts remarked,

‘I also see the potential for a much worse outcome in which the productivity gains produced by 
technology accrue almost entirely to a few, widening the gap between the rich and poor while 
failing to address the social ills related to privacy. I foresee a world in which IT and so-called AI 
produce an ever-increasing set of minor benefits, while simultaneously eroding human agency and 
privacy and supporting authoritarian forms of governance’ (Anderson & Rainie, 2019, p. 36).
A respondent who works at a major global privacy initiative predicted AI and tech will not 

improve most people’s lives, citing loss of jobs, algorithms run amok, and subversion of privacy.
While all the experts strove to explain their views on the future benefits of AI in society, their 

understanding and anxiety about the impact of AI on privacy were also expressed. We mapped 
these concerns, identified them, and classified them as human agency, meaning the impact of AI 
on information privacy is human-centered. This finding is consistent with the work of Berkel et al. 
(2022), who investigated the implications of contextual morality for AI applications. They concluded 
that with the emergence of human-centered AI, the importance of a perspective based on fairness, 
accountability, context, and transparency will be crucial for contextualizing the morality of AI use 
in society.

Data Use and Abuse
Another theme developed in this study is the use and abuse of personal data. The analysis revealed 

that with advances in AI, there will be abuse of personal information by powerful agents, governments, 
businesses, and people in authority; however, there were no clear strategies to mitigate these concerns. 
Furthermore, there were variations in how experts articulated their views on the abuse and use of data 
because of advances in AI technology. For example, as one expert put it, ‘Tracking and monitoring 
people will be an accepted part of life, and there will be stronger regulations on privacy and data 
security’ (Anderson & Rainie, 2019, p.72). Another expert remarked, ‘I am increasingly concerned 
that AI-driven decision making will perpetuate existing societal biases and injustices while obscuring 
these harms under the false belief that such systems are “neutral’’ (Anderson & Rainie, 2019, p.28).

One of the major issues of data use and abuse is the use of personal data for surveillance and 
profiling. Governments and corporations increasingly collect and analyze large quantities of personal 
information to monitor individuals’ behavior, preferences, and affiliations. While these practices can 
serve purposes such as targeted marketing or national security, they also erode privacy and risk enabling 
discriminatory practices. Individuals may be unfairly categorized or excluded based on algorithmic 
profiling, perpetuating biases and deepening societal inequalities (Zuboff, 2023). The overreach of 
surveillance further poses ethical dilemmas about autonomy and freedom in a digital society.

The psychological toll of data misuse is another area of growing concern. Continuous monitoring 
of online activities fosters a climate of surveillance anxiety in which individuals feel constantly watched 
and evaluated (Li et al., 2022). This sense of scrutiny can lead to self-censorship. People limit their 
expressions or behavior to avoid judgment or reprisal, thus curbing creativity and authenticity in 
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digital interactions. Over time, these pressures can erode mental well-being, manifesting as stress, 
fear, or feelings of helplessness (Stoycheff, 2016).

This finding highlights the growing integration of AI into business operations and daily life, 
raising significant concerns regarding potential risks, such as data misuse and privacy invasion. To 
uphold ethical and responsible research practices, it is essential to prioritize the careful identification, 
assessment, and management of these risks.

AI Transparency and Opacity
Experts’ degree of openness or apathy to the impact of AI advances on information privacy was 

rendered more visible when they raised issues of transparency and opacity because of AI adoption. 
The respondents’ views varied greatly about their perceptions of the future of AI on information 
transparency and opacity.

One of the experts described his anxiety about the future of AI and information transparency, 
stating, ‘That is why the greatest challenge in the future for AI accountability is AI transparency. 
The challenge we face with the rise of AI is the growing opacity of processes and decision making’ 
(Anderson & Rainie, 2019, p. 57). Another participant lamented,

‘I also see the potential for a much worse outcome in which the productivity gains produced by 
technology accrue almost entirely to a few, widening the gap between the rich and poor while 
failing to address the social ills related to privacy. I foresee a world in which IT and so-called AI 
produce an ever-increasing set of minor benefits, while simultaneously eroding human agency 
and privacy and supporting authoritarian forms of governance’(Anderson & Rainie, 2019, p. 36).

Weaponization of Information
Another interesting theme is the weaponization of information. This term refers to a process 

by which advances in AI will give individuals, organizations, and governments huge amounts of 
personal data that can be used as a weapon against users (Munro, 2005). This sentiment about how 
information will be used as a weapon was echoed by another expert:

Facets, including weaponized information, cyberbullying, privacy issues, and other potential 
abuses that will come out of this technology, will need to be addressed by global leaders. These 
uses of AI are rife with ethical and human rights issues, from perpetuating racial bias to violating 
our right to privacy and free expression.

Cyberbullying and Privacy Issues
According to Goffman (2017) and Brown and Levinson (1987), cyberbullying is a type of act or 

situation that can happen accidentally or maliciously with the sole purpose of destroying or insulting 
one’s reputation. Given the nature of the advances in AI and its impact on privacy, it is unsurprising that 
many of the experts expressed a strong negative affinity for the future of AI in terms of cyberbullying 
and privacy concerns. As one expert put it bluntly, ‘With increasing cyberattacks and privacy concerns, 
AI could connect people to bad actors, which could cause stress and new problems.’

Enforcement of Privacy Strategies
Unsurprisingly, another theme that emerged from the data analysis is the enforcement of privacy 

strategies. This theme came up as a measure to address cyberbullying, weaponization of information, 
and the misuse and abuse of personal data. One expert commented,

AI systems promote innovation and growth, help address global challenges, and boost jobs 
and skills development. At the same time, establishing appropriate safeguards to ensure these 
systems are transparent and explainable, and respect human rights, democracy, culture, 
non-discrimination, privacy and control, safety, and security.
The main issues here are that with the unlimited potential of AI technologies and associated privacy 

concerns, strategies such as holding users’ data can lead to information breaches and difficulty in the 
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enforcement of privacy across borders (Organization for Economic Co-operation and Development, 
2013). Further excerpts of the responses from the interviewees and the developing themes have been 
summarized in Table 3.

Table 3. Emerging Themes from Participants’ Responses

Themes Summary of responses

Data use and 
abuse

Individual use of AI will be to dominate/control people, and this will not make our lives better. 
Privacy is indeed dead, but in the place of personal privacy management, there will be network 

public governance [‘public’ is the opposite of privacy]. Tracking and monitoring of people will be an 
accepted part of life, and there will be stronger regulations on privacy and data security.

Weaponization 
of information

Facets, including weaponized information, cyberbullying, privacy issues, and other potential abuses 
that will come out of this technology, will need to be addressed by global leaders. These uses of AI 
are rife with ethical and human rights issues, from perpetuating racial bias to violating our right to 

privacy and free expression. 
‘It will also generate a great data industry (big data) market, and a lack of anonymity and privacy. 

These factors will create new social, cultural, security and political problems.’ 
The shift of AI research to the private sector means that AI will be developed to further consumption, 

rather than extend knowledge and public benefit.

Enforcement 
of privacy 
strategies

But we also need to ensure that the future environment strongly protects privacy and security. 
‘The shift of AI research to the private sector means that AI will be developed to further 

consumption, rather than extend knowledge and public benefit.’

AI transparency 
and opacity

It’s also important to have an honest dialogue between the experts, the media, and the public about 
the use of our data for social-good projects like health care, taking in the risks of acting, such as 

effects on privacy. 
‘That is why the greatest challenge ahead for AI accountability is AI transparency. The challenge we 

face with the rise of AI is the growing opacity of processes and decision-making.’

Cyberbullying 
and privacy 
issues

Cybersecurity needs to be at the forefront to prevent unscrupulous individuals from using AI to 
perpetrate harm or evil on humanity. 

‘With increasing cyberattacks and privacy concerns, AI could connect people to bad actors, which 
could cause stress and new problems.’

Human agency A respondent who works at a major global privacy initiative predicted AI and tech will not improve 
most people’s lives, citing ‘loss of jobs, algorithms run amok.’ 

AI will improve communication opportunities and sharing capabilities. 
AI systems will promote innovation and growth, help address global challenges, and boost jobs 

and skills development, while at the same time establishing appropriate safeguards to ensure 
these systems are transparent and explainable, and respect human rights, democracy, culture, 

nondiscrimination, privacy and control, safety, and security.

Note: AI = artificial intelligence
Source: (Anderson & Rainie, 2019)

The emerging themes in Table 3 illustrate that the responsible use of data holds the potential to 
drive progress and innovation. However, the risks associated with data misuse cannot be overlooked. 
Balancing data utilization with ethical considerations, robust regulations, and public accountability 
is critical for fostering a fair and secure digital society. An effective analysis of data usage and 
potential misuse is essential for stakeholders to ensure that data serves as a force for good (Marr, 
2022). Similarly, Hepenstal et al. (2021) highlighted that the weaponization of information poses 
a growing risk, impacting individual trust and national security. Addressing this issue requires a 
multipronged approach including technological innovation, regulatory frameworks, public education, 
and international collaboration.

Privacy strategies demand a comprehensive approach that includes legal, technological, and 
cultural measures. Although challenges persist, technological advancement and enhanced global 
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cooperation will offer opportunities for a more secure, privacy-focused future. Effective privacy 
enforcement protects individual data, fosters trust, and ensures organizational integrity. Another 
critical theme to explore is cyberbullying and privacy issues, which present significant challenges in 
the digital age. Tackling these issues requires collaborative efforts involving individuals, governments, 
and corporations. Raising awareness, implementing effective policies, and leveraging technological 
solutions will lead to a safer and more respectful online environment (Marr, 2020).

The Institute of Electrical and Electronics Engineers (2019) further asserted that balancing AI 
transparency with opacity is pivotal for fostering trust, fairness, and accountability. Transparency 
helps to build trust and ensure regulatory compliance, while addressing opacity is essential for ethical 
AI development. Future efforts should prioritize innovations in explainable AI, establish robust 
ethical frameworks, and implement regulatory oversight to ensure AI systems are both trustworthy 
and beneficial.

The human agency theme emphasizes the complex interplay of factors influencing individual 
behavior, societal dynamics, and opportunities for change. While individuals can act independently, 
their choices are often shaped or constrained by structural, cultural, and situational factors. Enhancing 
human agencies through education, social support, and the creation of equitable systems can empower 
individuals and contribute to societal progress.

In conclusion, addressing the risks and opportunities identified in these emerging themes requires 
collective and sustained efforts across legal, technological, and societal domains. This approach can 
ensure that advances in AI and data use align with ethical principles, protect individual and societal 
interests, and contribute positively to a rapidly evolving digital landscape.

Privacy Elements
Utilizing CPM theory (Petronio, 1991, 2004, 2010) and the six identified themes – human agency, 

use and abuse of privacy, AI transparency and opacity, weaponization of information, cyberbullying 
and privacy issues, and enforcement of privacy strategies – we have identified four key building blocks 
of privacy, which we term Privacy Elements (see Table 4). These Privacy Elements are interconnected 
and mutually influential in individual decision-making. Specifically, perceived benefits enhance an 
individual’s intention to disclose information and minimise perceived risks, affecting data management 
practices. For instance, individuals may weigh the advantages of information sharing against perceived 
risks when making disclosure decisions. Atalay and Yücel (2024) stated that location sharing with a 
navigation application exemplifies this balance of benefit versus privacy exposure. Moreover, when 
perceived benefits outweigh risks, individuals are more inclined to disclose personal information. 
Thus, higher perceived benefits correlate with a greater intention to disclose, and vice versa. On the 
other hand, a strong sense of data ownership tends to increase caution, potentially limiting disclosure 
intentions even in the presence of perceived benefits. This process underscores the complex interplay 
between perceived benefits, perceived risks, intention to disclose, and individual ownership perceptions 
in privacy-related decisions.

Table 4. Privacy Elements

Privacy elements Description

Privacy benefits Privacy benefits are regarded as a clear advantage for individuals and businesses, 
contributing to enhancing brand recognition, safeguarding against data breaches, fraud, and 

financial losses, and promoting trust.

Perceived privacy risks Perceived privacy risk refers to the potential misuse of disclosed information or the 
anticipated loss of personal data upon disclosure.

Intention to disclose The act of voluntarily consenting to share personal and/or private information.

Ownership of privacy The circumstance by which a person perceives information to belong to themselves.
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DISCUSSION

This study examined the multifaceted challenges and emerging themes surrounding information 
privacy in the context of advancing AI technologies. Through a thematic analysis, we identified key 
areas of concern, including human agency, the use and abuse of privacy, AI transparency and opacity, 
information weaponization, cyberbullying, and enforcement of privacy strategies.

A central finding underscores the influence AI will exert on future human activities. The impact 
of AI on society, specifically regarding increased data involvement and job displacement by robots, 
is a prevalent concern. Kaya Bicer et al. (2023) highlighted that AI’s ability to gather, analyze, and 
combine vast quantities of data to support information-gathering capabilities in medicine raises ethical, 
patient privacy, and data safety concerns. Conversely, the significant capital investment required to 
implement and maintain AI systems with this capability presents a valid argument for retaining human 
involvement in data gathering and processing. Concerns surrounding this transition, particularly the 
potential for diminished human engagement and the implications for information privacy, have been 
widely echoed in literature across fields like human resources management (Berkel et al., 2022; 
Chelliah, 2017).

Furthermore, Harfouche et al. (2023) examined human-centric AI and bias reduction. They 
indicated that when AIs are trained on biased data, they can perpetuate and amplify privacy violations 
that disproportionately affect certain demographic groups. For instance, biased facial recognition might 
misidentify or unfairly surveil specific populations. A human-centric AI approach that actively works 
to alleviate bias is inherently linked to information privacy by ensuring fairer and more equitable 
treatment of individuals’ data and reducing the risk of discriminatory privacy infringements. On the 
other hand, Sargent et al. (2024) investigated users’ concerns about IoT privacy. They showed that 
privacy concerns, security concerns, awareness, and device use are all facets of how individuals 
perceive and react to the privacy risks inherent in interconnected devices. Understanding these 
concerns is fundamental to developing effective privacy safeguards, policies, and user education 
strategies in the rapidly expanding IoT landscape.

Also, the use and abuse of privacy, particularly concerning data ownership and usage, emerges as 
a significant theme. The increasing reliance on AI to collect confidential user data through operating 
systems such as Android and iOS generates privacy concerns due to unauthorised data collection and 
analysis. The Cambridge Analytica scandal, in which Facebook profiles were gathered without user 
consent, exemplifies this issue. Silva et al. (2015) proposed mechanisms to empower users to manage 
their sensitive information to mitigate potential abuses. Rosenzweig (2010) advocated updating data 
privacy laws to adapt to technological changes and to address data misuse. The growing dependence 
on AI amplifies data collection and analysis, introducing critical risks to individual privacy and 
societal well-being. Misuse of personal data can lead to identity theft, financial fraud, reputational 
harm, and psychological distress (Westin, 1968). Data breaches enabling malicious actors to exploit 
sensitive information often result in severe financial losses and emotional distress for victims (Solove 
& Schwartz, 2024). These breaches undermine public trust in organizations responsible for data 
protection.

Additionally, AI transparency and opacity represent critical challenges affecting information 
privacy in the context of advanced AI technologies. Increasing automation in decision making 
reduces human control and judgment (Amoore, 2019). This shift can lead to AI systems operating 
independently, raising issues with transparency and opacity (Burrell, 2016). We argue that AI’s 
evolution will further diminish human oversight in information collection and privacy matters, 
exacerbating transparency challenges. Felzmann et al. (2019) highlighted the lack of clarity regarding 
the benefits of AI adoption, reinforcing transparency and opacity concerns across healthcare, traffic 
management, and retail. Also, Zhou et al. (2020) identified AI transparency as a crucial principle 
throughout the algorithm lifecycle, indicating its persistent relevance in business and individual 
communities.
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Information weaponization is information control for a malicious purpose and is a significant 
concern. While AI adoption and privacy concerns have been extensively researched (Bélanger & 
Crossler, 2011), the weaponization of information in this context remains under-explored. Munro 
(2005) defined information weaponization as the control of information to blackmail, confuse, 
demoralize, and subvert. The interplay between AI adoption and privacy concerns creates a fertile 
ground for information weaponization, including disinformation and subversion (Cybenko et al., 
2002; Munro, 2005). The inclusion of computer-mediated technology with human cognition facilitates 
automated decision making and data-driven learning, inevitably increasing the potential for information 
weaponization by institutions and individuals.

Cyberbullying and privacy concerns represent another significant challenge in the age of AI. 
The immeasurable nature of AI and digital spaces, coupled with the ability to control vast amounts 
of information, creates an environment conducive to cyberbullying (Forssell, 2018). Diminished user 
control over personal information facilitates the misuse of data for bullying and retaliatory purposes. 
Baron et al. (1999), Brown and Levinson (1987), and Kernaghan and Elwood (2013) emphasized the 
need for robust data protection legislation to prevent such abuses. Goffman (2017) and Ademiluyi et 
al. (2022) highlighted the potential for reputational damage through cyberbullying, which can alter 
social interactions, particularly in customer-client relationships.

Addressing privacy challenges in the age of AI requires robust enforcement strategies. Expert 
recommendations emphasize stakeholder collaboration and respect for individual privacy. Government 
institutions should develop stringent legislation to penalise data abusers (Bailey, 2012). Bailey 
advocated for a bill mandating disclosure of individual communications to state agents and broadening 
judicial powers to issue production and retention orders in privacy breach cases. However, these 
measures raise concerns about government-sponsored information weaponization.

The Organization for Economic Co-operation and Development (2013) proposed strategies 
including education, global interoperability of privacy management programs, and security breach 
notifications. Henttonen (2017) investigated privacy violations through contextual information transfer, 
suggesting privacy self-management, the right to be forgotten, data destruction, anonymization, and 
information havens to mitigate the risks of violations. In addition, Rosenzweig (2010) advocated for 
the revision of data privacy laws to address technological changes and data misuse.

Recent research on the importance of global information management in the context of AI 
and privacy also highlights the need for ownership of privacy due to the legal ramifications of the 
pervasiveness of AI in information management. Kerdvibulvech’s (2024) research on big data and 
AI-driven analysis highlighted key geographical patterns in citation distribution, revealing the global 
recognition of AI-driven research in legal contexts. These findings imply that ownership of privacy 
across geographical locations is critical to professional and legal information management relating 
to AI and information privacy.

Furthermore, the European Union’s General Data Protection Regulation (GDPR) establishes 
a comprehensive and stringent framework for privacy enforcement, characterised by broad scope, 
emphasis on individual rights, and centralised supervisory authorities with significant fining powers. 
This unified approach aims for consistent application across member states, fostering a strong culture 
of data protection. Academic discourse highlights GDPR’s role in setting a global benchmark for 
privacy rights (Mantelero, 2017)

In contrast, the United States adopts a more sector-specific approach, with laws like the 
California Consumer Privacy Act focusing on consumer privacy in California and the federal Health 
Insurance Portability and Accountability Act addressing healthcare information. Enforcement is often 
decentralised, involving state attorneys general and federal agencies. This fragmented landscape can 
lead to inconsistencies and weaker overall protection than the GDPR’s unified model (Schwartz, 
2000). Also, Gupta and Pabigrahi (2023) explored global information management and sustainable 
business development. They indicated that effective global information management is crucial for 
adhering to diverse and often stringent international privacy regulations such as GDPR, the California 
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Consumer Privacy Act, and Brazil’s General Personal Data Protection Law (LGPD). Sustainable 
business development necessitates building trust, and mishandling personal data can severely damage 
reputation and incur hefty fines, hindering sustainability. A well-designed decision support system 
should incorporate privacy-by-design principles to ensure that data protection is integral to business 
processes, thus linking information management to privacy.

Emerging economies are developing comprehensive data protection laws, often drawing 
inspiration from GDPR but also incorporating unique national contexts. Examples include Brazil’s 
LGPD, India’s Digital Personal Data Protection Act, and China’s Personal Information Protection Law. 
Brazil’s LGPD, influenced by GDPR, establishes broad privacy rights and enforcement mechanisms. 
India’s Digital Personal Data Protection Act emphasises individual obligations alongside data fiduciary 
duties. China’s Personal Information Protection Law implements stringent data processing rules and 
state control. Singh (2024) reflected on a global trend towards strengthening data protection, albeit 
with regional variations in enforcement priorities and effectiveness. Singh’s comparative analysis 
revealed a spectrum of approaches, with GDPR representing a robust, unified model, the United 
States a more fragmented system, and emerging economies navigating their paths in the global data 
privacy landscape.

This analysis underscores the urgent need for comprehensive strategies to navigate the evolving 
landscape of privacy in the age of AI. Collaboration among stakeholders, robust legislation, and 
ethical data practices are essential to mitigate risk and ensure responsible AI adoption. Drawing 
from the six themes delineated in Table 3 – human agency, data use and abuse, AI transparency and 
opacity, weaponization of information, cyberbullying and privacy issues, and enforcement of privacy 
strategies – along with additional privacy elements outlined in Table 4, we propose a framework 
to guide future research on AI privacy concerns. This AI privacy model is structured around how 
users’ demographic characteristics and key privacy elements (perceived privacy benefits, perceived 
privacy risks, intention to disclose, and ownership of privacy) influence advances in AI. These key 
elements have relationships with demographic characteristics and impact AI adoption. Categorizing 
AI and information users based on their demographic characteristics can enhance responsiveness to 
their privacy needs.

We build on CPM theory to develop the AI Information Privacy Framework (see Figure 1). This 
framework was designed through a multidisciplinary collaborative process integrating perspectives 
from fields including information sharing, data privacy, information management, and the broader 
information lifecycle. Rooted in established privacy models, the framework specifically addresses the 
unique risks AI technologies pose to personal data. It aims to provide a standardized and comprehensive 
set of guidelines that organizations and society can adopt to ensure the ethical use of AI. By focusing 
on respecting privacy rights while simultaneously fostering innovation, the framework seeks to balance 
the dual imperatives of technological advancement and the safeguarding of individual privacy. The 
privacy component is derived from existing CPM theory, aiding in the identification of crucial privacy 
concerns regarding AI adoption.
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Figure 1. AI Information Privacy Framework

Note: AI = artificial intelligence

CONCLUSION

The purpose of this study is to examine how the adoption of AI will impact the future of 
information privacy. This study stands apart from earlier studies because it is one of the first to 
draw on CPM theory, arguing that advancing AI and related technology systems will lessen human 
autonomy and privacy to such an extent that the ownership of privacy will disappear in society. We 
offer a comprehensive theoretical framework for understanding the adoption of AI and its implications 
for information privacy. This study provides a holistic view of the complex interactions between AI 
adoption and privacy concerns. Our findings are consistent with the work of Gabisch and Milne (2014), 
who reported that when users are given some form of compensation in the form of a monetary reward, 
this compensation reduces their expectation of privacy concerns. The work of Petronio (2010) and 
Thompson et al. (2012) also provided another dimension to the problem of ownership of privacy. They 
suggested that privacy ownership is the ability to control conditions and to deny or allow access to 
private information. This ability enables a person to manage personal information even after giving 
access to others. We further forecast that future AI technology will take human control and judgment 
away from the process of information collection and that this development could reinforce the lack 
of transparency and information opacity in society.

Another contribution of this study is that with advances in AI technologies and the accessibility 
of computer-mediated technology to bad actors, the use of information as a weapon by institutions 
and individuals is inevitable in the future of AI’s wider adoption. This development is evident in the 
work of Dresp (2023), who reported that technological progress aimed at benefiting mankind has 
produced what is now called the weaponization of AI.

Furthermore, this study contributes to the field of AI by formulating an AI privacy framework that 
incorporates demographic characteristics, human agency, the use and abuse of privacy, weaponization 
of information, AI transparency and opacity, and cyberbullying issues to explain how AI will impact 
information privacy. This framework will provide future researchers with a holistic view of the complex 
interactions between AI adoption and privacy concerns. We believe that our findings may act as an 
additional building block for theory building in future studies on AI and privacy. Specifically, we 
have provided in-depth insights into how AI adoption can influence privacy.

Policy Implications
Our findings carry significant implications for stakeholders, including adopters of AI technology, 

individuals, policymakers, social media platforms, organizations, and future researchers. For 
governments, organizations, and policymakers overseeing AI technologies, our findings underscore the 
broad privacy implications associated with the level of influence exerted by the utilization of AI. These 
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stakeholders must ensure that this transformative technology is not wielded as a weapon against 
society, as highlighted by Dresp (2023). Furthermore, our research indicates that as AI technology 
advances, privacy ownership may become obsolete, suggesting that users may be willing to trade 
their privacy for compensation.

Moreover, our study reveals concerns among AI experts regarding privacy enforcement strategies 
to protect users during the utilization of AI technologies. These concerns underscore the importance 
of implementing effective privacy enforcement measures, potentially through the enactment of 
appropriate laws mandating individuals’ activities and communications to disclose information to 
agents of the state when the security of the state is at stake. Furthermore, access to such information 
should be restricted to dedicated government inspectors with the requisite background and credentials.

This research provides actionable insights for policymakers responsible for overseeing AI 
development and implementation to enact laws to guide individuals’ privacy rights. By elucidating 
the prominent themes and concerns voiced by AI experts, this study informs policymaking endeavors 
geared towards fostering responsible AI implementation and safeguarding privacy in the digital era.

Theoretical Implications
This study holds theoretical significance for advancing future research in several ways. First, it 

suggests the potential for extending or refining CPM theory to address distinct privacy challenges 
arising from AI technologies. By incorporating insights from AI-specific privacy concerns, the CPM 
framework can be enhanced to offer more nuanced guidance for managing privacy in AI-driven 
contexts.

Second, there is a call to investigate the implications of AI adoption on individual agency, 
autonomy, and decision-making authority concerning personal information and privacy. Understanding 
how AI technologies influence individuals’ control over their data and privacy can shed light on 
broader socio-technical dynamics and can inform the development of effective privacy protection 
measures in an increasingly AI-driven world.

Limitations and Future Research Directions
The current research has three main limitations that point to additional directions for future 

research in AI and privacy. First, given that most of the studies on AI and privacy were based on 
critical analysis of literature (Berkel et al., 2022) and were cross-sectional in design (Park et al., 
2023; Paul & Ahmed, 2023), causal conclusions cannot be firmly drawn. We suggest that future 
research consider using panel data to examine trends regarding the future of AI and information 
privacy in different industries. Such data will help to contextualise and theorise future research on 
AI and privacy. To further deepen our understanding of the topic, future research should consider 
incorporating a quantitative research approach to gather numerical data and to investigate the direct 
impact of perceptions of AI adoption on information privacy.

Second, this study was based on secondary interview data, which did not allow generalization 
of the findings to other sectors and fields. We suggest that future studies should explore empirical 
quantitative investigations to enable the generalization of the findings. We also recommend that future 
research focus on examining the weaponization of information because of advances in AI technology.

Third, our findings suggest that the increased adoption of AI may lead to potential abuse and 
misuse of personal data. As AI technology advances and privacy concerns grow, users and researchers 
must carefully consider and manage the associated risks to ensure ethical and responsible research 
practices. We recommend that future research on AI adoption and information privacy examine ethical 
guidelines, data privacy, and security protocols for AI implementation.
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